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ABSTRACT 
Densities and viscosities of binary mixtures of Propiophenone with Aniline, N-methylaniline, N, N- dimethylaniline, 
N, N- diethylaniline were measured over the entire composition range at T = (303.15 to 318.15) K (with 5K interval) 
and atmospheric pressure. Experimental data were used to calculate the deviation of viscosity Δη, excess Gibb’s free 
energy G*E activation of viscous flow for each binary system, and these excess thermodynamic properties were 
fitted to the Redlich-Kister polynomial equation to obtain the fitting coefficients and standard deviations. 
McAllister’s three-body /four-body interaction models were used for the correlation of viscosity data. The studied 
systems exhibit good intermolecular interactions due to hydrogen ion transfer and charge dispersion in the carbonyl 
group and NH2 groups of Aniline and Alkyl Substituted Anilines. Experimental results are useful in various 
pharmaceutical industries.  
Keywords: Viscosity, Deviation in Viscosity, McAllister’s Models, Viscosity Relations. 
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INTRODUCTION 
Viscosity properties of the binary liquid mixtures are important for fluid transport, chemical industries, 
pharmaceutical processes, and food products. Excess thermodynamic properties of the binary liquid 
mixtures of Propiophenone with Aniline, N-Methylaniline, N, N- Dimethyl aniline and N, N-Diethyl 
aniline were calculated based on the values of densities, ρ, and viscosities, η, over the entire composition 
range at T = (303.15 to 318.15) K. Propiophenone is used as an intermediate in the industrial processes.1 
Aromatic anilines and substituted alkyl anilines are also useful in making dyes. Literature survey reveals 
some studies on Aniline with other  compounds.2–7 Hence, no studies were made on the current binary 
mixtures. Measured values of density and viscosity data were used to calculate Δη, one interaction 
parameters of d12, G*E, Wvis/RT, H12, and T12, (Grunberg and Nissan, Gibb’s free energy, Katti and 
Chaudhary, Hind et.al., and Tamara-Kurata respectively) for the studied binary liquid mixtures.  
McAllister’s three and four body, Auslander and Jouyban-Acree relations for two and three adjustable 
interaction parameter equations were used to correlate and to understand the intermolecular interactions. 
Experimental viscosity data was compared with the calculated values of having no adjustable parameter 
relations such as Bingham, Arrhenius, Kendall and Monroe, and Kendall. The values of Δη and G*E of 
binary mixtures were fitted to the Redlich Kister polynomial equation to estimate the coefficients and 
standard deviations between the experimental and theoretical values.  
 

EXPERIMENTAL 
The purities of the selected solvents are as shown in Table-1 and they are purchased from S.D. Fine 
chemicals Ltd, India. 
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Table -1: Provenance and Purity of the Materials Used 
Chemicals CAS number Source Mass Fraction Purity 

Propiophenone (PPH) 93-55-0 S.D fine Chemicals, India 99.0% 
Aniline (A) 62-53-3 S.D fine Chemicals, India 99.7% 

N-Methylaniline (MA) 100-61-8 S.D fine Chemicals, India 99.5% 
N,N-Diethylaniline (DMA) 91-66-7 S.D fine Chemicals, India 99.6% 
N,N-Dimethylaniline (DEA) 121-69-7 S.D fine Chemicals, India 99.5% 

 
The water content was less than 0.003 mass%. Mettler Toledo (ME204) balance was used to weigh the 
pure liquids and prepare the liquid mixtures, precision of ± 0.1 mg. The experimental and literature values 
of densities and viscosities of the liquids are given in Table-2, a8, b9, c10, d11, e11, f7, g12, h7, i1, j13, k14, l2, 
m15, n16, o17, p18, q19, r20.  
 
 

Table -2: Comparison of Experimental Density and Viscosity of Pure Liquid with Literature Values 

Compound      T(K) 
Density (ρ) 

re
f 

Viscosity(η)  

re
f 

Experimental Literature Experimental Literature 
gm/cm3 gm/cm3 mpa.s mpa.s 

Propiophenone 303.15 1.0045 1.0044 j 1.5150 1.5100 h 
  308.15 1.0015 1.0060 j 1.4690 1.4690 i 
  313.15 0.9985     1.4230     
  318.15 0.9955     1.3770     
Aniline 303.15 1.0128 1.0130 a 3.191 3.746 n 
      1.0128 b   3.770 n 
      1.0128 e   3.190 l 
      1.0129 l   3.190 q 
      1.0132 r       
  308.15 1.0089 1.0087 l 2.811 2.800 l 
  313.15 1.0049 1.0049 e 2.436 2.420 l 

    1.0049 k       
  318.15 1.0009     2.065     
N-Methylaniline 303.15 0.9783 0.9817 c 1.963 1.965 c 

    0.9782 e   1.963 d 
      0.9783 m       
  308.15 0.9740 0.9742 p 1.811     
  313.15 0.9696 0.9696 e 1.658     
  318.15 0.9652     1.504     
N,N-
DiMethylaniline 

303.15 0.9479 0.9480 l 1.173 1.174 l 

  308.15 0.9436 0.9517 f 1.078 1.090 l 
      0.9518 g   1.111 l 
      0.9436 l       
  313.15 0.9393 0.9394 l 0.981 0.982 l 
  318.15 0.9351     0.885     
N,N-Diethylaniline 303.15 0.9260 0.9260 p 1.703 1.703 p 
      0.9253 a   1.711 a 
      0.9260 o   1.703 o 
  308.15 0.9217 0.9213 a 1.554 1.548 a 
      0.9219 o   1.550 o 
  313.15 0.9176 0.9177 p 1.406 1.402 p 
      0.9175 o       
  318.15 0.9134     1.263     
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Apparatus and Procedures 
Anton Paar (DSA 5000 M) oscillating u-tube densimeter, automatically thermostatic within ±0.01K, was 
used to measure the densities of the pure components and the binary mixtures over the whole composition 
range T= (303.15 to 318.15) K. Averages of five measurements were taken at temperatures from 303.15 
to 318.15K with an increment of 5K under atmospheric pressure. The standard uncertainties were found 
to be ±0.001 kg.m-3 and ±0.005 mPa.s for the measurements of density and viscosity respectively. The 
Ubbelohde viscometer was used to measure the Viscosity as per the method described earlier.21  
The measured values of densities22, viscosities, and calculated values of deviation in viscosity and Gibbs 
free energy values with respective mole fractions of the studied binary mixtures at T=303.15 to 318.15K 
are tabulated in Table-3 and Table-4. 
 

RESULTS AND DISCUSSION 
Negative values of deviation in viscosity (Δη) were observed and they were decreasing with the increase 
in temperature for all the studied binary mixtures. The difference in size and shape of the component 
molecules and the loss of dipolar association in pure components was the reason and it is in line with Fort 
and Moore (1966) and Pikkarainen (1983). The deviation in viscosity values are maximum at the mole 
fractions 0.5069, 0.4826, 0.4880 and 0.5447 are -0.0309, -0.0340, -0.0368 and -0.0416 for PPH+Aniline, 
PPH+MA, PPH+DMA and PPH+DEA at 303.15K, 313.15K and it is shown in the Figures-1-2. The order 
of interactions for deviation in viscosity is PPH+A>PPH+MA>PPH+DMA>PPH+DEA. 
 

 
Fig.-1: Deviation in Viscosity Values of the Binary Mixtures Propiophenone with Aniline, N-Methylaniline, N, N-

Dimethylaniline, N, N-Diethylaniline concerning their Mole Fraction Values at T= 303.15 K. 
 

 
Fig.-2: Deviation in Viscosity Values of the Binary Mixtures Propiophenone with Aniline, N-Methylaniline, N, N-

Dimethylaniline, N, N-Diethylaniline concerning their Mole Fraction Values at T= 313.15 K. 
 

The presence of weak interactions between unlike molecules indicates a negative value of d12 and the 
presence of specific interactions indicates positive d12 values as per Moore et al23 and Ramamoorthy.24 
Positive values of both deviations in viscosity, Δη, and Grunberg-Nissan parameter d12 indicates the 
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presence of strong specific interactions, negative Δη and positive d12 indicates weak specific interactions, 
negative values of both Δη and d12 indicates the absence of specific interactions as per Nigam and 
Mahal.25  

Table -3 Density, Viscosity, Deviation in Viscosity and Gibbs Free Energy Values for the Binary Mixtures of 
Propiophenone with Aniline, N-Methylaniline, N, N-Dimethyl aniline & N, N-Diethyl aniline with respective Mole 

Fractions at T=(303.15- 308.15)K. 

X1 
303.15K 308.15K 

ρ η Δη G*E ρ η Δη G*E 
gm/cm3 mPa·s mPa·s J/mol gm/cm3 mPa·s mPa·s J/mol 

PPH+ANILINE               
0.0000 1.0128 3.1911 0.0000 0.0000 1.0089 2.8107 0.0000 0.0000 
0.0708 1.0122 3.0067 -0.0053 0.4474 1.0083 2.6447 -0.0041 0.3695 
0.1463 1.0115 2.8279 -0.0120 0.8470 1.0078 2.4844 -0.0095 0.6934 
0.2270 1.0109 2.6517 -0.0193 1.1885 1.0072 2.3286 -0.0158 0.9623 
0.3136 1.0101 2.4794 -0.0257 1.4669 1.0065 2.1832 -0.0212 1.1772 
0.4066 1.0093 2.3112 -0.0300 1.6688 1.0059 2.0447 -0.0252 1.3237 
0.5069 1.0085 2.1458 -0.0309 1.7765 1.0051 1.9131 -0.0259 1.3969 
0.6152 1.0076 1.9831 -0.0277 1.7533 1.0043 1.7889 -0.0232 1.3682 
0.7327 1.0066 1.8259 -0.0205 1.5388 1.0034 1.6743 -0.0164 1.2009 
0.8605 1.0056 1.6709 -0.0099 1.0284 1.0025 1.5684 -0.0072 0.8049 
1.0000 1.0045 1.5150 0.0000 0.0000 1.0015 1.4690 0.0000 0.0000 

PPH+N-METHYL ANILINE             
0.0000 0.9783 1.9630 0.0000 0.0000 0.9740 1.8105 0.0000 0.0000 
0.0939 0.9816 1.9036 -0.0091 -0.0157 0.9775 1.7530 -0.0072 -0.0251 
0.1891 0.9848 1.8467 -0.0179 -0.0552 0.9809 1.7035 -0.0160 -0.0923 
0.2856 0.9878 1.7930 -0.0256 -0.1061 0.9840 1.6604 -0.0236 -0.1619 
0.3834 0.9907 1.7429 -0.0314 -0.1559 0.9870 1.6213 -0.0294 -0.2257 
0.4826 0.9933 1.6967 -0.0340 -0.1857 0.9898 1.5864 -0.0320 -0.2616 
0.5831 0.9958 1.6551 -0.0332 -0.1916 0.9924 1.5550 -0.0312 -0.2643 
0.6852 0.9981 1.6175 -0.0286 -0.1646 0.9949 1.5274 -0.0265 -0.2216 
0.7886 1.0003 1.5833 -0.0207 -0.1104 0.9972 1.5031 -0.0186 -0.1448 
0.8935 1.0024 1.5501 -0.0106 -0.0455 0.9994 1.4844 -0.0089 -0.0572 
1.0000 1.0045 1.5150 0.0000 0.0000 1.0015 1.4690 0.0000 0.0000 

PPH+N, N-DIMETHYLANILINE           
0.0000 0.9479 1.1730 0.0000 0.0000 0.9436 1.0778 0.0000 0.0000 
0.0958 0.9538 1.1985 -0.0112 -0.1640 0.9498 1.1068 -0.0089 -0.0966 
0.1925 0.9599 1.2243 -0.0211 -0.3095 0.9560 1.1370 -0.0183 -0.2203 
0.2900 0.9659 1.2511 -0.0289 -0.4217 0.9621 1.1688 -0.0261 -0.3217 
0.3886 0.9717 1.2802 -0.0342 -0.4912 0.9681 1.2030 -0.0317 -0.3918 
0.4880 0.9774 1.3124 -0.0368 -0.5176 0.9739 1.2402 -0.0343 -0.4159 
0.5885 0.9830 1.3475 -0.0360 -0.4920 0.9796 1.2803 -0.0335 -0.3917 
0.6899 0.9884 1.3863 -0.0316 -0.4146 0.9851 1.3233 -0.0291 -0.3210 
0.7922 0.9937 1.4278 -0.0242 -0.3042 0.9906 1.3692 -0.0214 -0.2164 
0.8956 0.9990 1.4713 -0.0131 -0.1529 0.9960 1.4180 -0.0109 -0.0951 
1.0000 1.0045 1.5150 0.0000 0.0000 1.0015 1.4690 0.0000 0.0000 

PPH+N,N-DIETHYLANILINE             
0.0000 0.9260 1.7030 0.0000 0.0000 0.9217 1.5544 0.0000 0.0000 
0.1173 0.9340 1.6645 -0.0165 -0.1907 0.9300 1.5315 -0.0129 -0.1685 
0.2302 0.9421 1.6318 -0.0279 -0.3321 0.9382 1.5114 -0.0234 -0.3152 
0.3389 0.9502 1.6041 -0.0352 -0.4284 0.9464 1.4946 -0.0308 -0.4257 
0.4437 0.9582 1.5800 -0.0396 -0.4932 0.9545 1.4807 -0.0358 -0.5040 
0.5447 0.9661 1.5590 -0.0416 -0.5317 0.9626 1.4699 -0.0380 -0.5435 
0.6422 0.9739 1.5411 -0.0412 -0.5406 0.9705 1.4624 -0.0372 -0.5402 
0.7363 0.9816 1.5267 -0.0379 -0.5092 0.9783 1.4580 -0.0335 -0.4927 

0.8272 0.9892 1.5166 -0.0309 -0.4252 0.9861 1.4574 -0.0264 -0.3904 

0.9150 0.9968 1.5126 -0.0183 -0.2560 0.9938 1.4614 -0.0148 -0.2203 
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X1 
303.15K 308.15K 

ρ η Δη G*E ρ η Δη G*E 
gm/cm3 mPa·s mPa·s J/mol gm/cm3 mPa·s mPa·s J/mol 

1.0000 1.0045 1.5150 0.0000 0.0000 1.0015 1.4690 0.0000 0.0000 

 
Table -4 Density, Viscosity, Deviation in Viscosity and Gibbs Free Energy Values for the Binary Mixtures of 

Propiophenone with Aniline, N-Methylaniline,  N, N-Dimethyl aniline & N, N-Diethyl aniline with respective Mole 
Fractions at T=(313.15- 318.15)K. 

X1 
313.15K 318.15K 

ρ η Δη G*E ρ η Δη G*E 
gm/cm3 mPa·s mPa·s J/mol gm/cm3 mPa·s mPa·s J/mol 

PPH+ANILINE               
0.0000 1.0049 2.4360 0.0000 0.0000 1.0009 2.0650 0.0000 0.0000 
0.0708 1.0044 2.2874 -0.0035 0.2848 1.0005 1.9323 -0.0027 0.2034 
0.1463 1.0040 2.1460 -0.0080 0.5292 1.0001 1.8071 -0.0072 0.3592 
0.2270 1.0035 2.0118 -0.0144 0.7120 0.9997 1.6958 -0.0136 0.4566 
0.3136 1.0029 1.8920 -0.0204 0.8449 0.9992 1.6011 -0.0196 0.5155 
0.4066 1.0023 1.7806 -0.0245 0.9306 0.9987 1.5208 -0.0237 0.5455 
0.5069 1.0016 1.6833 -0.0254 0.9676 0.9982 1.4540 -0.0246 0.5539 
0.6152 1.0009 1.5968 -0.0223 0.9456 0.9976 1.4060 -0.0215 0.5414 
0.7327 1.0002 1.5251 -0.0150 0.8404 0.9970 1.3756 -0.0142 0.4968 
0.8605 0.9994 1.4689 -0.0062 0.5711 0.9963 1.3690 -0.0054 0.3565 
1.0000 0.9985 1.4230 0.0000 0.0000 0.9955 1.3770 0.0000 0.0000 

PPH+N-METHYL ANILINE             
0.0000 0.9696 1.6577 0.0000 0.0000 0.9652 1.5040 0.0000 0.0000 
0.0939 0.9733 1.6049 -0.0061 -0.0386 0.9691 1.4573 -0.0047 -0.0429 
0.1891 0.9768 1.5639 -0.0138 -0.1165 0.9727 1.4254 -0.0123 -0.1413 
0.2856 0.9801 1.5304 -0.0215 -0.2070 0.9762 1.4026 -0.0197 -0.2471 
0.3834 0.9832 1.5027 -0.0274 -0.2869 0.9794 1.3862 -0.0259 -0.3431 
0.4826 0.9862 1.4788 -0.0301 -0.3300 0.9825 1.3727 -0.0286 -0.3894 
0.5831 0.9889 1.4575 -0.0292 -0.3264 0.9855 1.3629 -0.0276 -0.3796 
0.6852 0.9915 1.4401 -0.0242 -0.2671 0.9882 1.3557 -0.0226 -0.3073 
0.7886 0.9940 1.4272 -0.0165 -0.1715 0.9908 1.3526 -0.0149 -0.1942 
0.8935 0.9963 1.4210 -0.0072 -0.0614 0.9933 1.3591 -0.0060 -0.0670 
1.0000 0.9985 1.4230 0.0000 0.0000 0.9955 1.3770 0.0000 0.0000 

PPH+N, N-DIMETHYLANILINE           
0.0000 0.9393 0.9807 0.0000 0.0000 0.9351 0.8850 0.0000 0.0000 
0.0958 0.9459 1.0134 -0.0077 -0.0388 0.9419 0.9209 -0.0062 0.0509 
0.1925 0.9522 1.0481 -0.0165 -0.1248 0.9485 0.9600 -0.0146 0.0074 
0.2900 0.9584 1.0849 -0.0243 -0.2106 0.9548 1.0019 -0.0223 -0.0569 
0.3886 0.9645 1.1243 -0.0302 -0.2787 0.9609 1.0463 -0.0284 -0.1152 
0.4880 0.9704 1.1666 -0.0328 -0.2990 0.9670 1.0937 -0.0312 -0.1363 
0.5885 0.9763 1.2117 -0.0320 -0.2784 0.9730 1.1438 -0.0303 -0.1218 
0.6899 0.9820 1.2598 -0.0273 -0.2120 0.9788 1.1968 -0.0257 -0.0736 
0.7922 0.9876 1.3107 -0.0197 -0.1300 0.9846 1.2525 -0.0179 -0.0143 
0.8956 0.9931 1.3654 -0.0096 -0.0392 0.9902 1.3124 -0.0083 0.0296 
1.0000 0.9985 1.4230 0.0000 0.0000 0.9955 1.3770 0.0000 0.0000 

PPH+N,N-DIETHYLANILINE               
0.0000 0.9176 1.4064 0.0000 0.0000 0.9134 1.2626 0.0000 0.0000 
0.1173 0.9260 1.3990 -0.0094 -0.1316 0.9220 1.2686 -0.0074 -0.1010 
0.2302 0.9344 1.3915 -0.0187 -0.2745 0.9305 1.2722 -0.0167 -0.2517 
0.3389 0.9427 1.3853 -0.0267 -0.4017 0.9389 1.2767 -0.0247 -0.3834 
0.4437 0.9509 1.3816 -0.0321 -0.4915 0.9473 1.2832 -0.0301 -0.4748 
0.5447 0.9591 1.3812 -0.0343 -0.5294 0.9555 1.2926 -0.0323 -0.5108 
0.6422 0.9671 1.3839 -0.0332 -0.5148 0.9637 1.3049 -0.0312 -0.4925 
0.7363 0.9751 1.3894 -0.0292 -0.4537 0.9718 1.3196 -0.0272 -0.4277 
0.8272 0.9830 1.3981 -0.0220 -0.3415 0.9798 1.3372 -0.0200 -0.3115 
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X1 
313.15K 318.15K 

ρ η Δη G*E ρ η Δη G*E 
gm/cm3 mPa·s mPa·s J/mol gm/cm3 mPa·s mPa·s J/mol 

0.9150 0.9908 1.4101 -0.0115 -0.1756 0.9877 1.3578 -0.0095 -0.1413 

1.0000 0.9985 1.4230 0.0000 0.0000 0.9955 1.3770 0.0000 0.0000 

 
Computed values of parameters (d12, Wvis/RT, H12, T12) are given in Table-5 at temperatures 303.15 K 
and 313.15 K for the binary mixtures of Propiophenone with Aniline, N-Methylaniline, N, N-
Dimethylaniline and N, N-Diethylaniline. 

 
Table-5: Grunberg - Nissan d12, Katti-chaudhari Wvis/RT, Hind et.al H12, and Tamara-Kurata T12 Constants for 

the Binary Mixtures of Propiophenone with Aniline, N-Methylaniline, N,N-Dimethylaniline and N,N-Diethylaniline 
computed by using Viscosity Data over the entire Composition Range at T=303.15K and 313.15K. 

X1 
d12 Wvis/RT H12 T12 d12 Wvis/RT H12 T12 

303.15K 313.15K 
PPH+ANILINE 

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.0708 0.1993 0.2734 2.3125 2.4964 0.1018 0.1740 1.9029 2.0211 
0.1463 0.1998 0.2725 2.3051 2.4684 0.0991 0.1703 1.8975 2.0020 
0.2270 0.2010 0.2721 2.2981 2.4403 0.0931 0.1630 1.8885 1.9793 
0.3136 0.2041 0.2738 2.2933 2.4141 0.0891 0.1577 1.8821 1.9588 
0.4066 0.2098 0.2779 2.2909 2.3902 0.0878 0.1550 1.8787 1.9413 
0.5069 0.2191 0.2855 2.2913 2.3696 0.0899 0.1555 1.8787 1.9275 
0.6152 0.2328 0.2976 2.2945 2.3522 0.0966 0.1605 1.8824 1.9180 
0.7327 0.2525 0.3157 2.3008 2.3385 0.1103 0.1724 1.8912 1.9143 
0.8605 0.2827 0.3442 2.3119 2.3305 0.1309 0.1911 1.9037 1.9150 
1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

PPH+N-METHYL ANILINE  

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.0939 -0.0243 -0.0074 1.6858 1.7163 -0.0327 -0.0182 1.5045 1.5232 
0.1891 -0.0306 -0.0145 1.6807 1.7066 -0.0449 -0.0305 1.4952 1.5112 
0.2856 -0.0366 -0.0209 1.6763 1.6977 -0.0552 -0.0408 1.4877 1.5008 
0.3834 -0.0420 -0.0265 1.6726 1.6898 -0.0631 -0.0488 1.4824 1.4926 
0.4826 -0.0453 -0.0299 1.6710 1.6842 -0.0673 -0.0531 1.4800 1.4876 
0.5831 -0.0470 -0.0317 1.6708 1.6805 -0.0680 -0.0540 1.4803 1.4856 
0.6852 -0.0462 -0.0307 1.6727 1.6793 -0.0638 -0.0497 1.4842 1.4876 
0.7886 -0.0425 -0.0266 1.6768 1.6808 -0.0555 -0.0413 1.4909 1.4930 
0.8935 -0.0354 -0.0192 1.6835 1.6853 -0.0400 -0.0259 1.5027 1.5036 
1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

PPH+N, N-DIMETHYLANILINE        

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.0958 -0.0731 -0.0761 1.2791 1.2770 -0.0111 -0.0180 1.1572 1.1539 
0.1925 -0.0759 -0.0800 1.2762 1.2741 -0.0255 -0.0323 1.1489 1.1459 
0.2900 -0.0779 -0.0823 1.2737 1.2716 -0.0348 -0.0411 1.1430 1.1401 
0.3886 -0.0786 -0.0831 1.2719 1.2699 -0.0409 -0.0471 1.1383 1.1357 
0.4880 -0.0788 -0.0832 1.2703 1.2684 -0.0422 -0.0481 1.1362 1.1339 
0.5885 -0.0775 -0.0816 1.2696 1.2679 -0.0405 -0.0462 1.1358 1.1337 
0.6899 -0.0744 -0.0779 1.2702 1.2688 -0.0343 -0.0398 1.1382 1.1365 
0.7922 -0.0717 -0.0742 1.2704 1.2694 -0.0264 -0.0317 1.1419 1.1408 
0.8956 -0.0644 -0.0657 1.2740 1.2735 -0.0118 -0.0168 1.1507 1.1501 
1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

PPH+N,N DIETHYLANILINE  
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.1173 -0.0884 -0.0740 1.5295 1.5219 -0.0643 -0.0511 1.3695 1.3722 
0.2302 -0.0891 -0.0753 1.5302 1.5243 -0.0753 -0.0622 1.3619 1.3642 
0.3389 -0.0902 -0.0768 1.5304 1.5259 -0.0850 -0.0720 1.3552 1.3573 
0.4437 -0.0934 -0.0803 1.5288 1.5255 -0.0930 -0.0800 1.3497 1.3517 
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X1 
d12 Wvis/RT H12 T12 d12 Wvis/RT H12 T12 

303.15K 313.15K 
0.5447 -0.0993 -0.0861 1.5252 1.5228 -0.0988 -0.0858 1.3456 1.3476 
0.6422 -0.1080 -0.0945 1.5193 1.5179 -0.1031 -0.0900 1.3425 1.3443 
0.7363 -0.1193 -0.1054 1.5114 1.5107 -0.1071 -0.0939 1.3395 1.3411 

0.8272 -0.1341 -0.1195 1.5009 1.5007 -0.1093 -0.0960 1.3376 1.3388 

0.9150 -0.1479 -0.1323 1.4911 1.4912 -0.1042 -0.0907 1.3409 1.3415 
1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

 
Table-6: The Standard Deviation Percentages (%) for the Binary Systems at T=303.15K to 318.15K calculated from the Kendall-

Monroe, Bingham, Arrhenius-Eyring’s, Kendall Equations. 
T/K 

Kendall-Munroe Bingham Arrhenius Kendall Kendall-Munroe Bingham Arrhenius Kendall 
σ (%) σ (%) σ (%) σ (%) σ (%) σ (%) σ (%) σ (%) 

  PPH+ANILINE PPH+N-MEA 
303.15k 2.22 0.85 8.15 3.74 0.94 1.33 0.17 0.74 
308.15K 1.59 0.77 6.65 2.75 1.05 1.31 0.27 0.92 
313.15K 0.83 0.82 4.92 1.64 1.14 1.28 0.60 1.07 
318.15K 0.17 0.88 3.06 0.56 1.23 1.27 0.94 1.21 

  PPH+NN-DMA   PPH+NN-DEA 
303.15k 1.54 1.92 1.57 1.34 1.85 1.93 2.24 1.81 
308.15K 1.29 1.85 1.26 1.01 1.79 1.81 2.00 1.78 
313.15K 1.04 1.85 0.92 0.64 1.67 1.67 1.67 1.67 
318.15K 0.71 1.84 0.47 0.22 1.61 1.66 1.33 1.59 
 

Under the current study, the binary mixture of PPH+Aniline shows positive values of d12 and fewer 
negative values of Δη, it indicates weak specific interactions whereas the other three binary mixtures are 
having negative values of both Δη and d12 which indicates the absence of specific interactions. Hence, 
The PPH+Aniline have weak specific interactions, while the other three have no specific interactions, 
therefore the structural effect is dominant. Under the current study, positive values of G*E for the binary 
mixture PPH+Aniline indicate dipole-dipole interactions between the component molecules. The negative 
values of G*E for the remaining three binary mixtures show the dispersion forces and it is supported by 
Reed and Taylor.26 The negative values of the single adjustable parameter of Katti-Chaudhary (Wvis/RT) 
suggest weak interactions and positive values for strong interactions. The values Wvis/RT of binary liquid 
mixture PPH+Aniline are less positive for the entire range of composition, whereas values of Wvis/RT 
for the other three binary liquid mixtures PPH+MA, DMA and DEA are negative.  
The single interaction parameter values of Tamara-Kurata, T12, and Hind et.al, H12, don’t change 
considerably from each other. This is in agreement with the Fort and Moore23. Positive values are 
observed for all the four binary liquid mixtures over the entire composition range and the values are 
decreasing with an increase in temperatures from 303.15 to 318.15K.  Hence, it shows weak specific 
interactions. 
Average standard deviation percentage (σ%) values were calculated and tabulated in Table-5. Amongst 
all, mixed results were observed. Standard deviation percentage values of Bingham viscosity relation in 
PPH+A binary mixture, Arrhenius-Eyring’s values in PPH+N-MEA binary mixture and Kendall values 
in PPH+NN-DMA and  PPH+NN-DEA binary mixtures are in good agreement with the experimental 
data, as their σ% values are nearest to zero. McAllister’s three/four body equations, Auslander and 
Jouyban–Acree relations were used to correlate the viscosity data. Two and three adjustable parameters 
and the standard deviations were calculated with the method of least squares. Interaction coefficients from 
these relations and standard deviation values are tabulated in Table-7 and Table-8.  
Comparatively, obtained standard deviation values are much better with McAllister’s four-body model 
and Jouban-Acree relations and are having a good agreement with the experimental data with the three 
adjustable interaction parameters. These parameters are very much useful for the chemical and industrial 
process and design of equipment.  With this study, an increase in adjustable parameters reduces the 
standard deviation and enhances the correlating ability for the binary liquid mixtures. 
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Table-7:Calculated Values of Interaction parameters of McAllister three body and Four Body Equations for the 

Binary Mixtures of Propiophenone with Aniline, N-Methylaniline, N, N-Dimethylaniline and N, N-Diethylaniline. 
 

Binary Mixture T/K McAllister Three Body McAllister Four Body 
a b σ A B C σ 

PPH+ANILINE 303.15 2.1503 2.6499 0.0019 1.9815 2.3434 2.8042 0.0002 
  308.15 1.962 2.3726 0.0023 1.8386 2.1237 2.5022 0.0002 

  313.15 1.7823 2.0974 0.0025 1.699 1.8978 2.205 0.0002 

  318.15 1.6107 1.8267 0.0024 1.5627 1.6775 1.9094 0.0001 
PPH+N-MEA 303.15 1.6273 1.7869 0.0009 1.6065 1.6877 1.8381 0.0001 

  308.15 1.5547 1.6631 0.0018 1.5387 1.5836 1.7161 0.0001 

  313.15 1.4671 1.5527 0.0018 1.471 1.4803 1.5938 0.0002 

  318.15 1.3867 1.4353 0.0022 1.4021 1.3775 1.47 0.0001 

PPH+NN-DMA 303.15 1.3589 1.2442 0.0005 1.4007 1.2928 1.2297 0.0001 

  308.15 1.3017 1.1721 0.0012 1.3514 1.2192 1.1559 0.0001 

  313.15 1.2432 1.0975 0.0017 1.2989 1.1471 1.0777 0.0001 

  318.15 1.1848 1.0254 0.0023 1.2471 1.0756 1.0016 0.0002 
PPH+NN-DEA 303.15 1.5209 1.6135 0.0054 1.498 1.574 1.6146 0.0002 

  308.15 1.4422 1.4986 0.0034 1.4397 1.4674 1.504 0.0001 

  313.15 1.3643 1.3849 0.0014 1.3815 1.3624 1.3937 0.0002 

  318.15 1.2906 1.2753 0.0017 1.3185 1.2641 1.2804 0.0003 

 
Table-8: Calculated Values of Interaction Parameters of Auslander and Jouyban-Acree equations for the Binary 

Mixtures of Propiophenone with Aniline, N-Methylaniline, N, N-Dimethylaniline and N, N-Diethylaniline. 
Binary  
Mixture 

T/K 
Auslander Equation Jouyban-Acree Equation 

B12 A21 B21 σ Ao A1 A2 σ 
PPH+ANILINE 303.15 1.0157 0.9482 0.9854 0.0026 66.1868 16.8143 0.7687 0.0002 
  308.15 1.0175 0.9471 0.9853 0.0027 48.6729 11.5753 1.0882 0.0002 
  313.15 1.022 0.9356 0.9778 0.0033 28.1379 6.6402 2.2588 0.0002 
  318.15 0.0707 0.0696 12.5029 0.0031 7.5925 3.0158 5.8035 0.0001 
PPH+N-MEA 303.15 0.3648 0.299 2.3848 0.0011 -13.8701 -2.7334 -2.7884 0.0001 
  308.15 0.1779 0.1543 4.2745 0.0013 -17.7313 -2.4692 -4.581 0.0001 
  313.15 0.102 0.101 5.5888 0.0016 -21.2056 -2.0448 -7.5051 0.0002 
  318.15 0.135 0.14 2.1938 0.0016 -24.3984 -1.6514 -11.6921 0.0001 
PPH+NN-DMA 303.15 0.8609 1.4279 1.0046 0.0006 -23.7882 -0.0562 -73.3776 0.0004 
  308.15 4.8666 7.0244 0.1798 0.0011 -19.0828 -0.1516 -66.5628 0.0003 
  313.15 1.1144 1.5136 0.8517 0.0021 -13.2524 -0.1754 -83.4016 0.0002 
  318.15 1.1806 1.5136 0.8237 0.0027 -4.9297 0.0324 627.197 0.0004 
PPH+NN-DEA 303.15 6.0009 3.2874 -0.1735 0.0005 -29.2444 -10.0341 1.0303 0.0002 
  308.15 4.2828 1.7901 -0.8049 0.0002 -30.3602 -9.5487 0.2949 0.0001 
  313.15 -8.0608 1.9897 4.8771 0.0003 -30.2132 -9.1968 -0.6052 0.0002 
  318.15 3.5332 13.5872 0.1175 0.0011 -29.9469 -8.9747 -1.2021 0.0003 

 

The values of deviations in viscosity (Δη) and excess Gibbs Energy (G*E) concerning the mole fraction at 
temperatures from 303.15K to 318.15 K were fitted to the Redlich–Kister Equation27of the type are 
tabulated in   Table-9. 
 

Table -9:  Coefficients of Redlich-Kister Polynomial Equation and Standard Deviation of Binary Systems. 

Property 
Temp 
(K) 

A0 A1 A2 A3 A4 σ A0 A1 A2 A3 A4 σ 

  PPH+ANILINE  PPH+N-METHYL ANILINE 

Δη 
(mPa.s) 
  

303.15 -0.1238 0.0137 0.0654 -0.0096 0.0033 0.0001 -0.1365 -0.0074 0.0460 0.0084 -0.0037 0.0000 
308.15 -0.1043 0.0117 0.0699 -0.0016 -0.0006 0.0001 -0.1286 -0.0056 0.0548 0.0046 0.0094 0.0001 
313.15 -0.1023 0.0148 0.0978 -0.0108 -0.0255 0.0002 -0.1211 -0.0063 0.0747 0.0085 -0.0004 0.0001 



 
 Vol. 15 | No. 1 |292-301| January - March | 2022 

300 
VISCOMETRIC STUDY ON BINARY LIQUID MIXTURES                                                                                         Nanduri Gayatri Devi et al. 

 

Property 
Temp 
(K) 

A0 A1 A2 A3 A4 σ A0 A1 A2 A3 A4 σ 

  
  318.15 -0.0990 0.0151 0.0978 -0.0120 -0.0119 0.0001 -0.1149 -0.0053 0.0838 0.0046 0.0042 0.0001 
G*E 

(J/mol) 
  
  

303.15 7.0901 1.0985 1.0537 0.2667 0.1203 0.0009 -0.7584 -0.2921 0.6914 0.1932 -0.0328 0.0006 
308.15 5.5759 0.6412 1.0269 0.3030 0.0694 0.0009 -1.0615 -0.2614 0.8621 0.1753 0.1423 0.0016 

313.15 3.8616 0.2794 1.3568 0.1672 -0.2768 0.0018 -1.3336 -0.2521 1.2408 0.2468 -0.0224 0.0010 

  318.15 2.2112 0.0123 1.4521 0.0998 -0.1562 0.0016 -1.5690 -0.2009 1.4756 0.1769 0.0376 0.0018 

  PPH+NN-DIETHYLANILINE PPH+NN-DIMETHYLANILINE 
Δη 
(mPa.s) 
  
  

303.15 -0.1637 -0.0375 -0.0607 -0.0140 0.0160 0.0001 -0.1474 -0.0102 0.0164 0.0058 0.0042 0.0001 
308.15 -0.1490 -0.0408 -0.0232 -0.0028 0.0172 0.0001 -0.1374 -0.0107 0.0329 0.0044 0.0160 0.0000 

313.15 -0.1345 -0.0432 0.0142 0.0045 0.0162 0.0002 -0.1317 -0.0110 0.0509 0.0051 0.0071 0.0001 

  318.15 -0.1263 -0.0436 0.0157 0.0062 0.0477 0.0002 -0.1251 -0.0121 0.0628 0.0046 0.0114 0.0001 
G*E 

(J/mol) 
303.15 -2.0682 -0.7376 -0.9036 -0.2330 0.2601 0.0015 -2.0636 0.1271 0.4005 0.0556 0.0939 0.0020 

  308.15 -2.1178 -0.7576 -0.3429 -0.0269 0.2994 0.0017 -1.6601 0.1236 0.7365 -0.0541 0.2863 0.0012 

  313.15 -2.0691 -0.7584 0.3070 0.0936 0.2748 0.0032 -1.1975 0.0997 1.0999 -0.1101 0.1270 0.0023 

  318.15 -1.9984 -0.7323 0.4176 0.0925 0.7941 0.0046 -0.5470 0.0206 1.3803 -0.2472 0.2620 0.0013 

                            
 
 

CONCLUSION 
Densities and viscosities values were measured for the studied binary liquid mixtures at temperatures, T = 
(303.15 to 318.15) K. The G*E, Wvis/RT, H12,  and d12 values were positive for Propiopheone + 
Aniline mixtures over the experimental temperature range, while they were negative for 
Propiophenone+N-Methylaniline, Propiophenone+N, N-Dimethylaniline and Propiophenone+N, N-
Diethylaniline. The positive G*E, Wvis/RT, H12, and d12 values were attributed to the formation of the 
new complex, whereas negative values were due to the consequence of dominating effect. The calculated 
values of Δη and G*E were correlated with the Redlich-Kister polynomial equation to compute the 
coefficients and standard deviations. Viscosity data compared with several viscosity relations like 
Kendall-Monroe, Bingham, Arrhenius, Kendall and calculated the two / three adjustable interaction 
parameters and respective standard deviations by correlating with the McAllister three/four body models, 
Jouban-Acree and Auslander equations.  The obtained results are useful in various industrial and chemical 
processes. 
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ABSTRACT 

Simple, accurate and reproducible UV-Visible 

spectrophotometric methods were established for 

the assay of TIA based on the redox reaction and 

internal salt formation.   Redox reaction of the TIA 

with NBS/CB.reagent is proposed in method A. 

Method B includes internal salt formation  of the 

TIA with Citric acid/ Acetic anhyddride reagent  

.The optical characteristics such as Beers law 

limits, molar absorptivity and Sandell’s sensitivity 

for the methods (A-B) are given. Regression 

analysis using the method of least squares was 

made to evaluate the slope(b), intercept(a) and 

correlation coefficient (r) and standard error of 

estimation (Se) for each system. Determination of 

TIA in bulk form and in pharmaceutical 

formulations were also incorporated 

KEY WORDS :  Redox, Tiagabin, Complex 

formation , Anticonvulsant 

 

I. INTRODUCTION: 
Tiagabine.HCl (TIA) [1-3], is an 

anticonvulsant drug used to help control some 

types of seizures in the treatment of epilepsy. This 

medicine cannot cure epilepsy and will only work 

to control seizures for as long as you continue this 

drug. Its official status has been presented in Table 

1.The characteristics, therapeutic importance, 

chemical names, structure, analytically useful 

functional groups and commercially available 

formulations of TIA are presented in (Tables 1& 

2). 

A very few physico-chemical methods 

appeared in the literature for the determination of 

TIA in pharmaceutical formulations LC-

MS[4,5]and HPLC[6,7]. As the analytically 

important functional groups of TIA were not fully 

exploited, there is a scope to develop sensitive and 

flexible suitable spectrophotometric and HPLC 

methods. Based on the above feature the author had 

attempted to develop new UV-Visible 

Spectrophotometric and HPLC methods for its 

determination in bulk and pharmaceutical 

formulations. 

  The methods developed by the author are 

based on the different chemical reactions (reactivity 

of functional groups) of TIA with various dyes and 

chromgenic reagents that produced colored species 

with reasonable stability paving the possibility for 

visible spectrophotometric determination of TIA in 

its bulk form and in pharmaceutical formulations. 

A reported spectroscopic method was chosen as 

reference method for compa ring the accuracy of 

the results obtained by the proposed methods. 
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TABLE 1:STURCTURAL FEATURES OF TIAGABINE HCL 

 
 

 

TABLE – 2:PHYSICO CHEMICAL CHARACTERISTIC AND THERAPEUTIC IMPORTANCE OF 

TIAGABINE HCL 

Category Characteristics Mode of  action and therapeutic use 

 

         

Anticonvulsant 

 

 

 

Molecular formula:  

Formula Weight : 412.0 g/moles 

Appearance: White, odorless, crystalline 

powder. 

Solubility: Practically insoluble in heptane; 

sparingly soluble in water, and soluble in 

aqueous base. 

 

It is used to help control some types 

of seizures in the treatment of 

epilepsy. This medicine cannot cure 

epilepsy and will only work to 

control seizures for as long as you 

continue to take it. 

 

 

II. EXPERIMENTAL 
2.1  Instruments used: 

An Elico, UV – Visible digital spectrophotometer 

with 1cm matched quartz cells were used for the 

spectral and absorbance measurements.  An Elico 

LI-120 digital pH meter was used for pH 

measurements. 

 

 

 

 

 2.2 Preparation of standard drug solutions: 

An 1mg/mL of TIA was prepared by 

dissolving 100mg of it in 100mL with distilled 

water.     This solution was further diluted step wise 

with distilled water to obtain working standard 

solution of corresponding concentrations 200 

μgmL
-1

 [M1, M2,] 
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2.3  Proposed procedures: 

After systematic and detailed study of the 

various parameters involved, the following 

procedures [Methods (M1) NBS/CB; Citric Acid-

acetic anhydride reagent(M2);] were recommended 

for the assay of TIA in bulk samples and 

pharmaceutical formulations. 

 

2.4.1  For Bulk samples 

2.4.1.1 Method – M1 

Aliquots of standard TIA solution (0.5-

3.0mL, 200g.mL
-1

) were transferred into a series 

of 25mL calibrated tubes. Then 1.25mL (5.0M) of 

HCI and 2.5mL (5.618x10
-4

 M) of NBS were 

added. The volume was brought to15mL with 

distilled water.  After 10min, 10mL (5.50 x 10
-4

M) 

of CB solution was added and mixed thoroughly.  

The absorbance was measured after 5min at 540nm 

against distilled water.  The blank (omitting drug)   

and dye (omitting drug and oxidant) solutions were 

prepared in a similar manner and their absorbance’s 

were measured at 540nm against distilled water. 

The decrease in absorbance corresponding to 

consumed NBS and in turn the drug concentration 

was obtained by subtracting the decrease in 

absorbance of the test solution (dye-test) from that 

of the blank solution (dye-blank).  The amount of 

TIA was computed from its calibration graph (Fig. 

3). 

 

2.4.1.2 Method – M2 

Aliquots of standard TIA solution (0.5 - 

3.0mL, 200g.mL
-1

) were taken into a series of 

25mL graduated tubes and gently evaporated on a 

boiling water bath to dryness. To this 10.0mL 

(6.245x10
-2

M) citric acid - acetic anhydride reagent 

was added and the flasks were immersed in a 

boiling water bath for 30 min.  The tubes were 

cooled to room temperature and made up to the 

mark with acetic anhydride. The absorbance of the 

colored solutions was measured after 15min at 

580nm against a reagent blank. The amount of TIA 

was calculated from the calibration graph (Fig. 4 ). 

 

2.4.2  Pharmaceutical formulations: 

An accurately weighed portion of tablet 

content equivalent to about 100 mg of TIA was 

transferred into a 100mL volumetric flask. Added 

about 80mL of warm isopropyl alcohol and shaken 

well for about 20min.  The contents were diluted 

with isopropyl alcohol up to the mark and mixed 

thoroughly. The solution was filtered.  The filtrate 

was evaporated to dryness.  The residue was used 

for the preparation of formulation solutions for 

different methods as given under standard solutions 

preparations. These solutions were analyzed as 

under procedures described fro bulk solutions. 

 

III. RESULTS AND DISCUSSIONS: 
3.1  Spectral Characteristics: 

In order to ascertain the optimum 

wavelength of maximum absorption (max) of the 

colored species formed in the above methods, 

specified amounts of TIA  were taken and colors 

were developed separately by following the above 

procedures. The absorption spectra were scanned 

on a spectrophotometer in the wave length region 

of 340 to 900nm against similar reagent blank or 

distilled water. The reagent blank absorption 

spectrum of each method was also recorded against 

distilled water.  The results were graphically 

represented in Fig. 1&2,. The absorption curves of 

the colored species in each method show 

characteristics absorption maxima where as the 

blank in each method has low or no absorption in 

this region. 

 

3.2  Optimum conditions fixation in procedures: 

3.2.1 Method – M1[NBS/CB] 

The procedure involves two steps. The 

first step in the procedure is the reaction of TIA 

with an excess of NBS giving products involving 

oxidation, substitution or addition and the 

estimation of unreacted NBS using a known excess 

of CB (second step).  The excess dye remaining 

was then measured with a spectrophotometer. The 

effect of reagent concentration (acidity, NBS and 

CB), waiting period in each step with respect to 

maximum sensitivity, minimum blank, adherence 

to Beer’s law, reproducibility and stability of final 

color were studied by means of control experiments 

varying one parameter at a time and the optimum 

conditions are incorporated in (Table 3). 

 

3.2.2 Method – M2  [Citric acid – Ac2O] 

This method involves the formation of 

internal salt between TIA and aconite anhydride 

(dehydration product of citric acid). The optimum 

conditions in this method were fixed based on the 

study of the effects of various parameters such as 

strength and volume of the reagent, heating time, 

solvent used for final dilution and the stability of 

colored species. The results are incorporated in 

(Table 2).  

 

3.3  Optical Characteristics: 

In order to test whether the colored species 

formed in the above methods, adhere to Beer’s law 

the absorbance’s at appropriate wave lengths of a 

set of solutions containing varying amounts of TIA 

and specified amounts of reagents (as given in the 
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recommended procedures for each method) were 

recorded against the corresponding reagent blanks.  

The Beer’s law plots of these systems are recorded 

against the corresponding reagent blanks and are 

recorded graphically (Figs. 3to 4).  Beer’s law 

limits, molar absorptivity, Sandell’s sensitivity and 

optimum photometric range for TIA in each 

method developed. With mentioned reagents were 

calculated. Least square regression analysis was 

carried out for getting the slope, intercept and 

correlation coefficient values (Table 3). 

 

3.4  Precision: 

The precision of each proposal methods 

was ascertained from the absorbance values 

obtained by actual determination of six replicates 

of a fixed amount of TIA in total solution.  The 

percent relative standard deviation and percent 

range of error (at 0.05 and 0.01 confidence limits) 

were calculated for the proposed methods (Table 

3). 

 

 

3.5  Accuracy: 

To determine the accuracy of each 

proposed method, different amounts of bulk 

samples of TIA within the Beer’s law limits were 

taken any analyzed by the proposed method.  The 

results (percent error) are recorded in (Table 3). 

 

3.6. Interference studies: 

The effect of wide range of execipients 

and other active ingredients usually present in the 

formulations for the assay of TIA in methods M1, 

M2 under optimum conditions were investigated.  

The commonly used execipients and other active 

ingredients usually present in formulations did not 

interfere even if they were present in amount than 

they usually exist.  

 

TABLE 3: OPTICAL AND REGRESSION CHARACTERISTICS, PRECISION AND ACCURACY OF 

THE PROPOSED METHODS FOR TIA 

Parameter M1 M2 

max (nm) 750 470 

Beer’s law limits (g/mL) 2-12 4 – 24 

Detection limit (g/mL) 0.7475 2.093 

Molar absorptivity (1 mol
-1

.cm
-1

) 1.423 10
4 

7.205 x 10
3 

Sandell’s sensitivity (g.cm
-2

/0.001 absorbance unit) 0.1027 1.550 x 10
-1 

Optimum photometric range (g/mL) 5.0-12 12-20 

Regression equation (Y=a+bc)  

slope (b) 

 

0.0302 
0.02075 

Standard deviation on slope (Sb) 1.1335 x 10
-3 

7.901 x 10
-4 

Intercept (a) 4.999 x 10
-12 

5.5 x 10
-3 

Standard deviation on intercept (Sa) 7.519 x 10
-3 

10.48 x 10
-3 

Standard error on estimation (Se) 7.169 x 10
-3 

9.994 x 10
-3 

Correlation coefficient (r) 0.9999 0.9966 

Relative standard deviation (%) 1.557 1.222 

% Range of error (confidence limits)   

0.05 level 1.79 1.405 

0.01 level 2.80 2.203 

% error in Bulk samples ** -0.260 -0.241 

* Average of six determinations considered       

** Average of three determinations 
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Fig. 1.: Absorption spectrum of TIA with NBS - CB (M1) 

 
 

Fig. 2: Absorption spectrum of TIA with Citric acid – AC2OH (M2) 
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IV. CONCLUSIONS 
 It can be observed from the results 

presented above, that the proposed methods have 

the good sensitivity εmax and higher λmax. Statistical 

analysis of the results sows that the proposed 

procedures have good precision and accuracy. 

Results of the analysis of pharmaceutical 

formulations reveal that the proposed methods are 

suitable for their analysis with virtually no 

interference of the usual additives present in 

pharmaceutical formulations. The order of 

sensitivity (εmax) among the proposed methods is: 

M2>M1. All the proposed methods are simple, 

sensitive and reliable and can be used for routine 

determination of TIA in bulk samples and 

pharmaceutical formulations depending upon the 

need of specific situation.  
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Abstract : Simple, accurate and reproducible UV-Visible spectrophotometric methods were established for the assay of Tiagabine HCl(TIA) 

based on ion association complex reactions. Ion association complex reaction  of the TIA with SFNO and MB is proposed in method 1 and 

2. The optical characteristics such as Beers law limits, molar absorptivity and Sandell’s sensitivity for the methods (1-2) are given. 

Regression analysis using the method of least squares was made to evaluate the slope(b), intercept(a) and correlation coefficient (r) and 

standard error of estimation (Se) for each system. Determination of TIA in bulk form and in pharmaceutical formulations were also 

incorporated 

 

Keywords - Estimation, Tiagabine, Spectrophotometric method , Validation, Chromogenic rearents. 

 

INTRODUCTION 

Tiagabine.HCl (TIA) (K.E.Andersen etal., 1993; C.L.Faingold etal., 1994; Mengel and Helle, 1994) is an anticonvulsant drug used to help 

control some types of seizures in the treatment of epilepsy. This medicine cannot cure epilepsy and will only work to control seizures for as 

long as you continue this drug. A very few physico-chemical methods appeared in the literature for the determination of TIA in 

pharmaceutical formulations LC-MS(L.E.Gustavson and S.chu, 1992)and HPLC (Chollet, D.F etal., 1999, Rustum etal., 1998). As the 

analytically important functional groups of TIA were not fully exploited, there is a scope to develop sensitive and flexible suitable 

spectrophotometric and HPLC methods. The aim of this study was to develop and validate two UV-Visible spectrophotometric methods for 

the determination of tiagabine  in the presence of formulation The methods developed by the author are based on the different chemical 

reactions (reactivity of functional groups) of TIA with various dyes and chromgenic reagents that produced colored species with reasonable 

stability paving the possibility for visible spectrophotometric determination of TIA in its bulk form and in pharmaceutical formulations. A 

reported spectroscopic method was chosen as reference method for comparing the accuracy of the results obtained by the proposed methods. 

 

Methods and Materials 

Apparatus: An Elico, UV-Visible digital spectrophotometer (SL - 159) with 1cm matched quartz cells were used for the spectral and 

absorbance measurements. An Elico LI-120 digital pH meter was used for pH measurements. 

Reagents and standards:The stock solution (1mg/mL) of TIA was prepared by dissolving 100mg of it in 100mL with distilled water. 

This solution was further diluted step wise with distilled water to obtain working standard solution of corresponding concentration 100 

μgmL-1[, M1 , M2] 

Method 1& 2: SFNO solution : 

Prepared by dissolving 200mg of safranin O in 100mL of distilled water and subsequently washed with chloroform. 

MB solution : Prepared by dissolving 200mg of MB in 100mL of distilled water and subsequently washed with chloroform. 

Buffer solution (pH  9.8)NH4OH – NH4 Cl: 7gms of NH4Cl and 6.8mL of liquid Ammonia solutions were mixed and diluted to 100mL 

with distilled water and pH was adjusted to 9.8. 

Analysis of Pharmaceutical formulation: 

Twenty tablets were powdered and mixed thoroughly. An amount equivalent to 20 mg of Tiagabine was weighed accurately and extracted 

with isopropyl alcohol to eliminate any interference from excipients. It was filtered through Whatmann No. 42 filter paper and the residue 

was washed well with isopropyl alcohol for complete recovery of the drug. The isopropyl alcohol was evaporated to dryness and the drug 

was dissolved in doubly distilled water and diluted to 100 mL with doubly distilled water. It was further diluted if needed and then analyzed 

following the recommended procedures. 

http://www.ijrti.org/
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Method 1 & 2:Aliquots of standard drug solution for method M22a & M22b (0.5-3.0mL, 100g.mL-1) and 1.0mL of pH 9.8buffer solution 

were placed separately in a series of 125mL separating funnels. A volume of 1.0mL of Safranin o (for method M22a) and 0.5mL of MB (for 

method M22b) was added respectively. The total volume of aqueous phase in each funnel was adjusted to 10.0mL with distilled water. Then 

10.0mL of chloroform was added in each separating funnel and the contents were shaken for 2min and allowed to separate.  The organic 

layer was collected through cotton plug and the absorbance was measured immediate at 520nm (for method M22a) and at 650nm (for method 

M22b) against reagent blank. Both the colored species were stable for 2 hours. The amount of drug (TIA) in a sample was obtained from the 

Beer’s Lambert plot. (Fig. 3 for  M1 ;, M2 for  Fig.4). 

Results and Discussions: 

The optimum conditions in these methods were fixed based on the study of the effects of various parameters such as type of acid for buffer, 

conc. of acid, conc. of dye SFNO (M1) or MB (M2), choice of organic solvent, ratio of organic phase to aqueous phase, shaking time, temp, 

intensity and stability of the colored species in organic phase. The author performed controlled in pediments by measuring absorbance at 

max 530nm (M1) or 655nm (M2) of a series of solutions varying one and fixing the other parameter and the results are recorded in (Table 

1).In order to ascertain the optimum wavelength of maximum absorption (max) of the colored species formed in the above methods, 

specified amounts of TIA  were taken and colors were developed separately by following the above procedures. The absorption spectra were 

scanned on a spectrophotometer in the wave length region of 340 to 900nm against similar reagent blank or distilled water. The reagent 

blank absorption spectrum of each method was also recorded against distilled water.  The results were graphically represented in Fig. 1&2, 

The absorption curves of the colored species in each method show characteristics absorption maxima where as the blank in each method has 

low or no absorption in this region. 

 

Fig. 1: Absorption spectrum of TIA with SFNO (M1)  

 
 

Fig. 2: Absorption spectrum of TIA with TIA with MB (M2) 

 
 

 

            Fig. 3: Beer’s Law plot of TIA with  SFNO (M1)            Fig. 4: Beer’s Law plot of TIA with MB (M2) 
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The accuracy of the methods was ascertained by comparing the results of proposed and reference methods statistically by the t-test and F-

tests. The comparison shows that there is no significant difference between the results of studied methods and those of the reference ones as 

in Table 3. The similarity of the results is obvious evidence of the fact that during the application of these methods, the excipients are usually 

present in pharmaceutical formulations do not interfere in the assay of proposed methods. As an additional check of accuracy of the 

proposed methods, recovery experiments were carried out. The recovery of the added amounts of standard drug was studied at 3 different 

levels. Each level was repeated for 6 times. From the amount of drug found, the %recovery was calculated in the usual way. The higher max 

values of  the proposed methods have a advantage since the interference from associated ingredients should be generally less at higher 

wavelengths than at lower wavelengths. Thus the proposed visible spectrophotometric methods are simple and sensitive with reasonable 

precision and accuracy and used better alternatives to the existing ones to the routine determination of Tiagabine HCl in bulk forms and 

pharmaceutical formulations. 

 

Table 1 

Optical and regression characteristics, precision and accuracy of the proposed methods for TIA 

 

PARAMETER 
M1 M2 

max (nm) 540 620 

Beer’s law limits (g/mL) 20 – 120 5 – 30 

Detection limit (g/mL) 5.994 3.158 

Molar absorptivity (1 mol-1.cm-1) 1.664 x 103
 5.295 x 103

 

Sandell’s sensitivity (g.cm-2/0.001 absorbance unit) 0.4296 0.1907 

Optimum photometric range (g/mL) 45-105 12.6 – 30 

Regression equation (Y=a+bc)  

slope (b) 

 

9.209 x 10-3 

 

0.0143 

Standard deviation on slope (Sb) 1.026 x 10-3 7.654 x 10-3 

Intercept (a) 5.749 x 10-3 2.25 x 10-3 

Standard deviation on intercept (Sa) 6.806 x 10-2 1.269 x 10-1 

Standard error on estimation (Se) 6.490 x 10-2 1.210 x 10-1 

Correlation coefficient (r) 0.9993 0.9998 

Relative standard deviation (%)* 0.9905 1.584 

% Range of error (confidence limits)   

0.05 level 1.1389 1.822 

0.01 level 1.7860 2.856 

% error in Bulk samples ** 0.348 -0.143 

  * Average of six determinations considered   ** Average of three determinations 

 

Table 2:Assay of TIA in Pharmaceutical Formulations 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

*    Tablets from four different pharmaceutical companies. 

** Average + standard deviation of six determinations, the t-and F-test values refer to comparison of the proposed method with the  

reference method.  Theoretical values at 95% confidence limit, F = 5.05, t = 2.262 

*** Recovery of 10mg added to the preanalysed pharmaceutical formulations (average of three determinations). 

Conclusions: It can be observed from the results presented above, that the proposed methods have the good sensitivity εmax and higher 

λmax. Statistical analysis of the results sows that the proposed procedures have good precision and accuracy. Results of the analysis of 

pharmaceutical formulations reveal that the proposed methods are suitable for their analysis with virtually no interference of the usual 

additives present in pharmaceutical formulations. The order of sensitivity (εmax) between the methods is: M2>M1.These proposed methods 

are simple, sensitive and reliable and can be used for routine determination of TIA in bulk samples and pharmaceutical formulations 

depending upon the need of specific situation.  

 

 

Formulat

ions* 

Amount 

taken 

(mg) 

Amount found by proposed Methods** Reference 

method 

Percentage recovery by proposed 

methods*** 

M22a M22b M22a M22b 

Tablet I 10 

9.90+0.07 

F=2.93 

t=0.72 

9.90+0.08 

F=2.25 

t=0.69 

9.94+0.12 99.59+0.91 99.59+0.38 

Tablet II 12 

11.82+0.11 

F=4.37 

t=0.91 

11.84+0.15 

F=2.35 

t=0.63 

11.91+0.23 99.24+0.39 99.41+0.84 
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Abstract: Simple, accurate and reproducible UV-Visible spectrophotometric methods were established for the assay of 

Tiagabine HCl (TIA) based on the redox and complex reactions. Redox reaction of the TIA with NBS/PMAP-SA is proposed 

in method A. Method B includes complex formation of TIA with SNP-HA. The optical characteristics such as Beers law 

limits, molar absorptivity and Sandell’s sensitivity for the methods (A-B) are given. Regression analysis using the method 

of least squares was made to evaluate the slope (b), intercept (a) and correlation coefficient (r) and standard error of 

estimation (Se) for each system. Determination of TIA in bulk form and in pharmaceutical formulations were also 

incorporated. 

 

Keywords: Estimation, Tiagabine, Spectrophotometric method, Validation, Chromogenic rearents 

I. INTRODUCTION 

Tiagabine.HCl (TIA) [1-3], is an anticonvulsant drug used to help control some types of seizures in the treatment of epilepsy. This 

medicine cannot cure epilepsy and will only work to control seizures for as long as you continue this drug. A very few physico-

chemical methods appeared in the literature for the determination of TIA in pharmaceutical formulations LC-MS[4,5]and 

HPLC[6,7]. As the analytically important functional groups of TIA were not fully exploited, there is a scope to develop sensitive 

and flexible suitable spectrophotometric and HPLC methods. The aim of this study was to develop and validate two UV-Visible 

spectrophotometric methods for the determination of tiagabine  in the presence of formulation The methods developed by the author 

are based on the different chemical reactions (reactivity of functional groups) of TIA with various dyes and chromgenic reagents 

that produced colored species with reasonable stability paving the possibility for visible spectrophotometric determination of TIA 

in its bulk form and in pharmaceutical formulations. A reported spectroscopic method was chosen as reference method for 

comparing the accuracy of the results obtained by the proposed methods. 

 

II. Methods and Materials 

Apparatus: An Elico, UV-Visible digital spectrophotometer (SL - 159) with 1cm matched quartz cells were used for the      spectral 

and absorbance measurements. An Elico LI-120 digital pH meter was used for pH measurements. 

Reagents and standards: 

   The stock solution (1mg/mL) of TIA was prepared by dissolving 100mg of it in 100mL with distilled water. This solution was 

further diluted step wise with distilled water to obtain working standard solution of corresponding concentration 200 μgmL -1[, MA, 

MB] 

Method A: 

NBS solution: Prepared by dissolving 88mg of N-Bromo succinimide in 100mL of distilled water and standardized iodometrically. 

   PMAP solution: Prepared by dissolving 300mg of p-N-methylaminophenol sulphate in 100mL of distilled water. 

SA solution: Prepared by dissolving 200mg of sulphanilamide in 2.5mL of 0.05M HCI followed by dilution to 100mL with   

distilled water. 

Method B: 

SNP solution: Prepared by dissolving 500mg of sodium nitroprusside in 100mL of distilled water. 

HA solution: Prepared by dissolving 500mg of hydroxylamine hydrochloride in 100mL of distilled water. 

Na2CO3 solution:  Prepared by dissolving 10gms of sodium carbonate in 100mL of distilled water 

Analysis of Pharmaceutical formulation: 

Twenty tablets were powdered and mixed thoroughly. An amount equivalent to 20 mg of Tiagabine was weighed accurately and 

extracted with isopropyl alcohol to eliminate any interference from excipients. It was filtered through Whatmann No. 42 filter paper 

and the residue was washed well with isopropyl alcohol for complete recovery of the drug. The isopropyl alcohol was evaporated 

to dryness and the drug was dissolved in doubly distilled water and diluted to 100 mL with doubly distilled water. It was further 

diluted if needed and then analyzed following the recommended procedures. 
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Method A: 

Aliquots of standard TIA solution (1.0-5.0mL, 200g.mL-1) were transferred into a series of 25mL calibrated tubes.  Then 0.5mL 

(8.75 x 10-1M) of AcOH and 2.0mL (4.94 x 10-3M) of NBS solutions were added and kept aside for 15min at room temperature.  

Then 1.5mL (8.71 x 10-3M) of PMAP solution was added.  After 2min, 2.0mL (1.16 x 10-2M) of SA solution was added. The volume 

was made up to the mark with distilled water. The absorbance was measured after 10min. at 520nm against distilled water.  A blank 

experiment was also carried out omitting the drug. The decrease in the absorbance and in turn the drug concentration was obtained 

by subtracting the absorbance of the test solution from the blank.  The amount of TIA was computed from its calibration graph (Fig 

3). 

 

Method B: 

Aliquots of standard TIA solution (1.0-6.0mL, 200g.mL-1) were transferred into a series of 25mL-calibrated tubes. Then 1.0mL 

(1.678 x 10-2M) of SNP and 1.0mL (7.195 x 10-2M) of HA were added successively and kept aside for 5min. Then 1.0mL (9.43 x 

10-1M) of Na2CO3 solution was added and shaken for 15min. The volume was made up to the mark with distilled water. The 

absorbance was measured after 10min at 580nm against a similar reagent blank. The amount of TIA was computed from its 

calibration graph (Fig4). 

In the above methods, a calibration curve was prepared by plotting the absorbance versus the concentration and the unknown was 

read from the calibration curve or deduced using a regression equation calculated from Beer’s law data. 

 

III Results and Discussions: 

Method A is an indirect spectrophotometric method which involves two steps, oxidation of the TIA with NBS (first step) and 

estimation of the unconsumed NBS with PMAP-SA reagent (second step).In the first step, the volume of NBS required for oxidation 

of drug, the time and temperature for oxidation of the drug and volume of acetic acid were established through control experiments. 

In the second step, the volume of PMAP and the intermittent time between additions, volume of SA and the solvent for final dilution 

colored species were found by varying one parameter at a time and the optimum conditions are incorporated in Table 2. 

The method B involves the reaction of TIA with SNP in the presence of hydroxyl amine hydrochloride.  The optimum conditions 

in this method were fixed based on the study of the effects of various parameters such as volume of SNP solution, volume of HA, 

nature and volume of base, order of addition of reagents, time and temperature of the reaction, solvent for final dilution, the intensity 

and stability of colored species formed. The optimum conditions developed and the actual conditions chosen for the procedure are 

incorporated in Table 1. 

In order to ascertain the optimum wavelength of maximum absorption (max) of the colored species formed in the above methods, 

specified amounts of TIA were taken and colors were developed separately by following the above procedures. The absorption 

spectra were scanned on a spectrophotometer in the wave length region of 340 to 900nm against similar reagent blank or distilled 

water. The reagent blank absorption spectrum of each method was also recorded against distilled water.  The results were graphically 

represented in Fig. 1&2, the absorption curves of the colored species in each method show characteristics absorption maxima 

whereas the blank in each method has low or no absorption in this region. 

 

Fig. 1: Absorption spectrum of TIA with NBS – PMAP - SA (MA) 
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Fig. 2: Absorption spectrum of TIA with SNP – NH2OH (MB) 

 
            

Fig. 3: Beer’s Law plot of TIA with                                                           Fig. 4: Beer’s Law plot of TIA with 

          NBS – PMAP-SA (MA)                                                                                        SNP-NH2OH (MB)  

 
 

The accuracy of the methods was ascertained by comparing the results of proposed and reference methods statistically by the t-test 

and F-tests. The comparison shows that there is no significant difference between the results of studied methods and those of the 

reference ones as in Table 3. The similarity of the results is obvious evidence of the fact that during the application of these methods, 

the excipients are usually present in pharmaceutical formulations do not interfere in the assay of proposed methods. As an additional 

check of accuracy of the proposed methods, recovery experiments were carried out. The recovery of the added amounts of standard 

drug was studied at 3 different levels. Each level was repeated for 6 times. From the amount of drug found, the %recovery was 

calculated in the usual way. The higher max values of  the proposed methods have a advantage since the interference from associated 

ingredients should be generally less at higher wavelengths than at lower wavelengths. Thus the proposed visible spectrophotometric 

methods are simple and sensitive with reasonable precision and accuracy and used better alternatives to the existing ones to the 

routine determination of Tiagabine HCl in bulk forms and pharmaceutical formulations. 
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Table 1 

Optical and regression characteristics, precision and accuracy of the proposed methods for TIA 

 

PARAMETER 
M9 M19a 

max (nm) 520 520 

Beer’s law limits (g/mL) 4-24 0.8-4.8 

Detection limit (g/mL) 0.9330 0.2007 

Molar absorptivity (1 mol-1.cm-1) 5.945 x 103 7.015 x 104 

Sandell’s sensitivity (g.cm-2/0.001 absorbance unit) 0.1838 3.546 x 10-2 

Optimum photometric range (g/mL) 5-17.78 1.6-4.4 

Regression equation (Y=a+bc)  

slope (b) 

 

0.0137 
0.1561 

Standard deviation on slope (Sb) 2.980 x 10-4 3.811 x 10-3 

Intercept (a) 9.999 x 10-4 4.999 x 10-3 

Standard deviation on intercept (Sa) 3.953 x 10-4 10.11 x 10-3 

Standard error on estimation (Se) 3.769 x 10-3 9.642 x 10-3 

Correlation coefficient (r) 0.9993 0.9992 

Relative standard deviation (%)* 1.807 0.5311 

% Range of error (confidence limits)   

0.05 level 2.07 0.6116 

0.01 level 3.25 0.9576 

% error in Bulk samples ** 0.102 0.139 

                          * Average of six determinations considered   ** Average of three determinations 

 

Table 2: Assay of TIA in Pharmaceutical Formulations 

 

*    Tablets from two different pharmaceutical companies. 

** Average + standard deviation of six determinations, the t-and F-test values refer to comparison of the proposed method with the 

reference method.  Theoretical values at 95% confidence limit, F = 5.05, t = 2.262 

*** Recovery of 10mg added to the preanalysed pharmaceutical formulations (average of three determinations). 

IV Conclusions: It can be observed from the results presented above, that the proposed methods have the good sensitivity εmax and 

higher λmax. Statistical analysis of the results sows that the proposed procedures have good precision and accuracy. Results of the 

analysis of pharmaceutical formulations reveal that the proposed methods are suitable for their analysis with virtually no interference 

of the usual additives present in pharmaceutical formulations. The order of sensitivity (εmax) between the methods is: MA>MB.These 

proposed methods are simple, sensitive and reliable and can be used for routine determination of TIA in bulk samples and 

pharmaceutical formulations depending upon the need of specific situation.  

 

References: 

[1]. K.E.Andersen etal. J.Med.Cnem. (1993) 36,1716. 

[2]. C.L.Faingold etal., Exp., Neurology, (1994) 126, 225 

[3]. Mengel, Helle., Epilepsia, (Eng) 1994,35 (suppl.5), 581-584 

[4]. L.E.Gustavson, S.chu, J.Chromatograph . 1992, 574, 313 

[5]. J.Chromatograpgh. (Eng)1990, 503(1), 115-25 

[6]. Chollet, D.F., Castella,. E., Goumaz, L., Anderegg, G. J.Pharm. Biomed. Anal., (Eng)1999. 21(3), 641-646 

[7]. Rustum , Abu M., Estrada, Victoria; J.chromatogr., B:Biomed-sci.Appl.,   (Eng)1998. 705(1), 111-117 

Formul

ations* 

Amount 

taken 

(mg) 

Amount found by proposed Methods** Reference 

method 

Percentage recovery by proposed 

methods*** 

MA MB MA MB 

Tablet I 10 

9.85+0.07 

F=2.938 

t=1.64 

9.88+0.08 

F=2.25 

t=1.03 

9.94+0.12 99.09+0.63 99.39+0.36 

Tablet 

II 
12 

11.80+0.18 

F=1.63 

t=0.92 

11.84+0.13 

F=3.13 

t=0.67 

11.91+0.23 99.07+0.28 99.41+0.69 

http://www.ijrti.org/














International Journal of Multidisciplinary Advanced  Research 
Trends(IJMART) 

A Peer Reviewed (Referred) International Jounral 
 http://ijmart.in/ 

Email: editor.ijmart@gmail.com 
ISSN : 2349-7408  

 
 

Vol. V, Issue 2(2) 
(November - 2018) 

 

P. ARAVIND SWAMI 24 
RP 

 

 
 

IMPACT OF RURAL NON-FARM EMPLOYMENT AND FACTORS 
BEHIND THE GROWTH OF RURAL NON-FARM EMPLOYMENT- 

EVIDENCE FROM THE HOUSEHOLD SURVEY IN WEST 
GODAVARI DISTRICT OF ANDHRA PRADESH 

 
 

P. ARAVIND SWAMY 
Asst. Professor of Economics, S CH V P M R Govt. Degree College, Ganapavaram,(A.P.) 

swamy.pa2506@gmail.com 
  

Abstract  

 

 
The present paper is an attempt to study the impact of  rural 

non-farm employment on the standard of living of the sample rural 
non-farm workers  from eight villages of West Godavari district. It also 
attempts to find out the factors behind the growth of non-farm 
employment in the study villages. A sample of 845 respondents were 
administered a structured schedule, and the data was collected, 
quantified, analyzed and interpreted. The study reveals the fact that 
level of income, expenditure and standard of living of rural non-farm 
workers increased after entering into non-farm employment as the non-
farm sector is capable of providing gainful employment and regular 
income. The study also signifies that the growth of rural non-farm 
employment in the district is mainly distress oriented or push effect 

 
 

P. ARAVIND SWAMY 
 

 
 
Introduction:   

It is a universally accepted fact that 
agricultural sector is by itself, incapable of 
creating additional opportunities of gainful 
employment in the wake of increasing 
population. In most developing countries like 
India, the rural labour force is growing 
rapidly, but employment opportunities are not 
keeping pace with it. Rural non-farm sector 
(RNFS) is being given wide recognition in 
recent years as an instrument for alleviating 
rural poverty and providing gainful 
employment to the growing rural workforce. 
The significance of the Rural Non-Farm 
Sector can hardly be denied when seen in 
relation with the increasing saturation in 
growth of agricultural employment and the 
growing rural-urban divide in a globalizing 

India. The sector helps in creating “insight 
jobs” associated with higher wages, which can 
also create opportunities especially for women 
and can act as the vehicle for reduction of 
gender gaps in the rural India.(M.Jatav and 
S,Sen, 2013). 
 
Definition of Rural Non-Farm Activities: 

It is very difficult to identify non-farm 
activities in rural areas due to variations in 
definitions. The World Bank (1978) in its 
publication also mentioned the difficulties in 
presenting a clear cut classification of farm 
and non-farm activities due to lack of well-
established and consistent set of definitions. 
Several research scholars have defined the 
non-farm sector from different point of views. 

RESEARCH ARTCLE 
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According to Kumar Manoj (2004), Rural 
Non-Farm sector takes into account the 
activities carried on by the rural people. The 
term ‘non-farm’ encompasses all the non-crop 
agricultural activities; it includes 
manufacturing activities, mining and 
quarrying, transport, trade and services in rural 
areas or we can say that ‘non-farm’ refers to 
those activities that are not primarily 
agriculture ar forestry or fisheries. However, 
‘non-farm’ does include trade or processing of 
agricultural products. 
 

According to Mukhopadhyay, 
Gangopadhyay and Nayas (2008), farm 
activity means agricultural activity and non-
farm activity is used synonymously with non-
agricultural activity. 
 

The Census of India categorizes all 
rural workers into nine ‘industrial’ categories. 
Farm workers are those who engages mainly 
only for 183 days in a year in categories I to 
III. (I) being cultivators, (II) agricultural 
labour and (III) is agricultural allied activities 
i.e. livestock rearing, forestry, fishing, 
plantation, orchards and allied activities. Non-
farming activities consists of: (IV) mining and 
quarrying; (V) manufacturing, processing, 
servicing and repairs in household (HH) 
industry and other than household industry; 
(VI) construction; (VII) trade and commerce; 
(VIII) transport, storage and communication 
and (IX) other services. 
 

According to Mahajan and Fisher 
(1997), Rural Non-Farm Sector comprises all 
non- agricultural activities, mining and 
quarrying, household and non-household 
manufacturing, processing, repairs, 
construction, trade, transport and other 
services undertaking in village and rural towns 
up to 50000 population undertaken by 
enterprises varying in size from household 
own account enterprises all the way to 
factories. 

 
For our study, we shall define a RNF 

worker as: ‘engaged in non-farm activities’, 
any worker within a household who has, as a 
primary occupation one or several of the 
activities covered by the Census of India 1991 
occupational categories (IV-IX). In other 
words, all those who work in a primary 
occupation in any field of economic activity, 
other than cultivation or agricultural labour 
who, in turn, are deemed as ‘non-farm 
workers’. 
 
Context of the study: 

Agriculture has been a way of  life and 
continues to be the single most important 
livelihood of the masses in India. It is the main 
stay of the Indian economy, as it constitutes 
the backbone of rural India which inhabitants 
around 70% of total Indian population. But in 
recent times the share of agriculture in 
national income has been on the decline. 
During the post independent period, the share 
of primary sector in the national income varied 
from the maximum of 57.20% in 1951 to the 
minimum of 15.11% in 2011. On the other 
hand the share of manufacturing sector 
increased from 8.90% to 31.21% and that of 
tertiary sector increased from 28.00% to 
53.77% during the same period. In Andhra 
Pradesh also the share of agricultural sector in 
GSDP is decreasing while that of secondary 
and tertiary sectors is increasing. The share of 
primary sector has come down from 63.49% to 
34.00% during the period 1960-61  and 2014-
15. But in the case of manufacturing and 
service sectors, it was showing an increasing 
trend from11.50% to 22.00% and 25.00% to 
44.00% respectively. A significant fact is that 
the share of agricultural sector in employment 
generation is also decreasing over the years. 
During the post independent period, the share 
of primary sector in employment generation 
varied between74.005 to 48.80% 
during197273 to 2011-12. The share of 
manufacturing sector in employment increased 
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from 11.2% to 23.45% and that of service 
sector increased from 14.65% to 27.75% 
during the same period. The declining share of 
agriculture in GNP and employment 
generation has aggravated the unemployment 
and under employment situation in India. At 
this juncture, non-farm sector in terms of 
increasing shares of manufacturing and service 
sectors both in national income and 
employment generation plays a prominent role 
in rural Indian economy. 
 

The present study is an attempt to find 
out the impact of non-farm employment on the 
household income and living standards of 
Rural Non-Farm Workers in West Godavari 
District of Andhra Pradesh. It also pays a 
special attention to find out the factors 
responsible to access the non-farm 
employment in the study area. 
 
Methodology 
Data Base 

For the present study, the researcher 
concentrated only on Rural Non-Farm 
Employment. The data for the research study 
were collected from both primary and 
secondary sources as per the details given 
below. 
 
Secondary data sources: 

Census data is used for estimating 
trends in aggregate and sub-sector RNFE at 
state and district level. The data refers to main 
workers only, i.e those who had worked for 
the major part of the year (183 days) or more. 
The most important secondary data sources are 
the Census of Andhra Pradesh published by 
the Census of India (1991, 2001 and 2011), 
Series-2. NSSO data is also used to some 
extent. Other data sources are from the 
Directorate of Economics Statistics, 
Government of A.P, Hyderabad, from the 
Centre for Ecnomic and Social Studies 
(CESS), Hand Book of Statistics, Chief 
Planning Officer, West Godavari District, 

Records and Registers maintained by the 
DRDA and village panchayats. 
  
Primary data source:  

After identifying the key sectors of the 
rural non-farm economy and the relative 
position of the West Godavari district in terms 
of share of rural non-farm employment in the 
rural area, a primary survey has been 
conducted to find out the household level 
determinants of participation in rural non-farm 
employment. The researcher has adopted 
multiple random sampling techniques. West 
Godavari district consists of  four revenue 
divisions namely Eluru, Narsapuram, Kovvur 
and Jangareddy Gudem. The researcher 
purposively selected one mandal from each 
revenue division where there is more number 
of non-farm employment. Thus four mandals 
namely Akividu, Pedapadu, Koyyalagudem 
and Attili mandals were randomly selected for 
the study. After selecting the mandals, two 
villages from each mandal were randomly 
selected for the field survey. Thus eight 
villages namely Ajjamuru and 
Chinakapavaram from Akividu mandal, 
Kothuru and Koniki villages from Pedapadu 
mandal, Kommara and Gummampudi from 
Attili mandal and Vedentapuram and 
Chopparamannagudem from Koyyalagudem 
mandal were selected for the survey. 30 per 
cent of the rural non-farm workers from each 
village are selected as sample. Total sample 
respondents from the 8 villages are 845. The 
data were collected by personally interviewing 
the selected respondents from the villages with 
the help of a structured schedule. The schedule 
was prepared after consultation and discussion 
with experts. It contains all the objectives and 
dimensions of the study. The field study has 
covered both male and female respondents 
without any discrimination of age, sex, caste 
and religion.  
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Profile of the respondents: 
The sample respondents include casual 

labour (54.67%, permanent labour (8.40%) 
and self-employed (36.92%). Among the 
sample respondents, about 32.66% were land 
owners while 67.34% are landless. The sample 
covers both genders with 75.38% men and 
24.62% women. They belong to different age 
groups: 20-30(32.67%), 30-40(44.85%), 40-
50(14.67%), 50-60(5.91%) and above 
60(1.90%). 91% of the respondents are 
educated but their level of education varies: 
Illiterates(9.00%), Primary(20.47%), Upper 
Primary(27.46%), Secondary(24.61%), 
Inter(12.31%), Degree and above(5.44%) and 
technical education(0.71%). 
 
Objectives of the study: 

• To find out the impact of non-farm 
employment on the income and 
expenditure levels of non-farm 
workers. 

• To find out the factors behind the 
growth of non-farm employment. 

• To find out the impact of push and pull 
factors on the growth of rural non-farm 
employment. 

 
Hypothesis Statements: 

• There is a positive correlation between 
non-farm employment and household 
income and standard of living 

• Poverty and unemployment are the 
push factors significantly contribution 
to non-farm employment 

 
Research Tools:  

Research tools are standardized 
instruments that are necessary to collect data 
for interpretation and analysis. The present 
study used both conventional and statistical 
research tools in the process of gathering data, 
analyzing the results and finally achieving the 
stated objectives. In differential analysis, K-S 

(Kolmogorov-Smirnov) Statistic was used to 
test whether there is any significant difference 
between income of the respondents before and 
after entering non-farm employment. 
 
IMPACT OF NON-FARM EMPLOYMENT 

Impact of non-farm employment is 
explained in terms of earning levels and 
expenditure levels of the non-farm workers in 
the study area. 
 
Earning levels of non-farm workers 

Level of income is undoubtedly an 
important determinant of standard of living of 
the workers. Earning levels decide the level of 
living of a family. There is a greater scope to 
maintain a better standard of living if the 
income levels are optimum. It is also viewed 
that low levels of income are responsible for 
poverty and low standard of living. 

 
Table 1 

Earning levels of Casual Labour (462) 
Income 

 per month 
 in Rupees 

Before  
Entering  

Non-Farm 
Employment 

After  
Entering  

Non-Farm  
Employment 

Below 5000 257 
(55.62) 

84 
(18.18) 

5000-10000 155 
(33.55) 

209 
(45.24 ) 

10000-15000 42 
(9.09) 

137 
(29.65) 

Above 15000 8 
(1.73 ) 

32 
(6.93 ) 

Total 462 
(100 ) 

462 
(100 ) 

 
Table 1 gives the information regarding the 
monthly income of the casual labour. The 
table shows that before entering non-farm 
employment 257 respondents come under the 
low income category of Rs. Below 5000. 
Maximum number of respondents i.e., about 
55.62% are in this category. 155 respondents 
(33.55%) come under the income category of 
Rs.5000-10000. 42 respondents (9.09%) earn 
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Rs.10000-15000.  Only 8 respondents (1.73%) 
earn above Rs. 15000. It is evident from the 
fact that most of the respondents (89.17%) 
earn below Rs. 10000 per month. The reason 
is that majority of the respondents are daily 
wage workers and they do not get employment 
throughout the month. They remain 
unemployed for two to three days per week. 
 

After entering non-farm employment, 
the number of respondents come under  the 
low income category of  below  Rs.5000 is 
reduced to 18.18 %. The number of 
respondents in the category of Rs.5000-10000 
is increased to 45.24 %. The number of 
respondents in the category of Rs.10000-
15000 is increased to 29.65% and the 
respondents in the income group of above 
Rs.15000 are increased to 6.93%. It is evident 
from the table that the earning levels casual 
non-farm workers are increased after entering 
non-farm employment. The reason is that the 
respondents are able to get employment for 
20-25 days per month after entering non-farm 
employment.  
 

To test whether there is any significant 
difference between income of the casual non-
farm workers before and after entering non-
farm employment, Kolmogorov-Smirnov test 
was used. 
 
Ho: There is no significant difference 
between the income of the casual non-farm 
workers before and after entering non-farm 
employment.  

(A) 
Income 

per month in 
Rupees 

Before 
entering  

Non-Farm 
employment 

C.F FB 

Below 5000 257 257 0.162 
5000-10000 155 412 0.260 

10000-15000 42 454 0.286 
Above 15000 8 462 0.292 

Total 462 1568 1.000 
 

 
(B) 

Income 
per 

month in 
Rupees 

After 
Enteri

ng 
Non-
Farm 
Emplo
yment 

C.F FA Dn 

Below  
5000 84 84 0.066 0.096 

5000 to 
10000 209 293 0.231 0.029 

10000 to 
15000 137 430 0.339 0.053 

Above 
 15000 32 462 0.364 0.072 

Total 462 1269 1.000 0 

     K-S Statistic : Dn =max | FA - FB | = 0.096. 
 

The table value for Dn for n=4 and α 
=0.05 is 0.624. Since the table value of Dn 
(0.624) is greater than the calculated value of 
Dn (0.096), the null hypothesis is accepted. 
This implies that regarding the income of 
casual non-farm workers, there is no 
significant difference between before entering 
non-farm employment and after entering non-
farm employment. 

 
Table 2 

Earning levels of Permanent Labour  
Income 

 per month 
 in Rupees 

Before entering  
Non-Farm  

Employment 

After entering 
 Non-Farm  

Employment 

Below 5000 37 
(52.11 ) 

7 
(9.86 ) 

5000-10000 19 
(26.76) 

26 
(36.62) 

10000-15000 14 
(19.72 ) 

34 
(47.89 ) 

Above 15000 1(1.41) 4 
(5.63) 

Total 71 
(100) 

71 
(100) 
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Table 2 shows the monthly income of 
the permanent non-farm workers. The table 
shows that before entering non-farm 
employment 37 respondents (52.11%) come 
under the low income category of below 
Rs.5000. 19 respondents (26.76%) come under 
the income category of Rs.5000-10000. 14 
respondents (19.72%) earn Rs.10000-15000.  
Only 1 respondent (1.41%) earn above 
Rs.15000. It is evident from the fact that most 
of the respondents (78.87%) earn below 
Rs.10000 per month.  
 

After entering non-farm employment, 
the number of respondents come under  the 
low income category of  below  Rs.5000 is 
reduced to 9.86 %. The number of respondents 
in the category of Rs.5000-10000 is increased 
to 36.62 %. The number of respondents in the 
category of Rs.10000-15000 is increased to 
47.89% and the respondents in the income 
group of above Rs.15000 are increased to 
5.63%. The earning levels of permanent non-
farm workers increased after entering non-
farm employment.  It is evident from the table 
that 84.51% of the respondents earn between 
Rs.5000- Rs.15000 per month after entering 
non-farm employment where as it was only 
46.48% before entering non-farm 
employment. The reason is that permanent 
non-farm workers come under regular 
employment and they are able to get 
employment throughout the month and 
throughout the year. 
 

To test whether there is any significant 
difference between income of the permanent 
non-farm workers before and after entering 
non-farm employment, Kolmogorov-Smirnov 
test was used. 
 
Ho: There is no significant difference 
between the income of the permanent non-
farm workers before and after entering 
non-farm employment.  
 

 
(A) 

Income  
per month  
in Rupees 

Before  
Entering  

Non-Farm 
Employment 

C.F FB 

Below 5000 37 37 0.158 

5000-10000 19 56 0.239 

10000-15000 14 70 0.299 

Above 15000 1 71 0.303 

Total 71 234 1.000 

       
 

(B) 

Income  
per month  
in Rupees 

After  
Entering  

Non-Farm 
Employment 

C.F FA Dn 

Below 5000 7 7 0.039 0.119 

5000-10000 26 33 0.185 0.054 

10000-15000 34 67 0.376 0.077 

Above 15000 4 71 0.399 0.096 

Total 71 178 1.000 0 

      K-S Statistic : Dn =max | FA - FB | = 0.119. 
 

The table value for Dn for n=4 and α 
=0.05 is 0.624. Since the table value of Dn 
(0.624) is greater than the calculated value of 
Dn (0.119), the null hypothesis is accepted. 
This implies that regarding the income of 
permanent non-farm workers, there is no 
significant difference between before entering 
non-farm employment and after entering non-
farm employment. 
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Table 3 
Earning levels of Self- Employed (312) 

Before 
Entering 

Income per 
month in  
Rupees 

Non-Farm  
Employment 

After 
Entering  

Non-Farm  
Employment 

Below 5000 
153 

(49.09 ) 
31 

(9.94 ) 

5000-10000 
110 

(35.26) 
41 

(13.14 ) 

10000-15000 
35 

(11.22 ) 
188 

(60.26) 

Above 15000 
14 

(4.48) 
52 

(16.66 ) 

Total 
312 

(100 ) 
312 

(100) 

 
Table- 3 gives the information 

regarding the earning levels of self-employed 
non-farm workers. Before entering non-farm 
employment 153 respondents (49.04%) come 
under the low income category of below 
Rs.5000. 110 respondents (35.26%) come 
under the income category of Rs.5000-10000. 
35 respondents (11.22%) fall under the 
category of Rs.10000-15000. Only 14 
respondents (4.48%) earned above Rs.15000 
per month. It is evident from the table that 
84.30 % of the respondents earn below 
Rs.10000 per month before entering non-farm 
employment. 
 

After entering non-farm employment, 
the number respondents in the low income 
category of below Rs.5000 is reduced to 9.94 
% and that of Rs.5000-10000 category also 
reduced to 13.14%. The number of 
respondents in high income categories of Rs, 
10000-15000 and above Rs.15000 is increased 
to 60.26% and 16.66 % respectively. It is 
evident from the table that the earning levels 
of self-employed  workers increased 
considerably after entering non-farm 
employment. Among the earning levels of 

three types of labour i.e. casual labour, 
permanent labour and self-employed, the 
number of respondents in the low income 
category of below Rs.5000 is high before 
entering non-farm employment. After entering 
non-farm employment, the number of 
respondents in the low income category of 
below Rs.5000 is reduced and the number of 
respondents in the second and third categories 
is increased.it is evident from the table that in 
these two categories i.e. of Rs.5000-10000 and 
Rs.10000-15000, there is a significant change 
in the earning levels. A slight increase in the 
earning level is observed in the last category 
of above Rs.15000.  
 

To test whether there is any significant 
difference between income of the self-
employed non-farm workers before and after 
entering non-farm employment, Kolmogorov-
Smirnov test was used. 
 
Ho: There is no significant difference 
between the income of the self-employed  
non-farm workers before and after entering 
non-farm employment.  

 
(A) 

 
Income  

per month  
in Rupees 

Before  
Entering 

 Non-Farm 
employment 

C.F FB 

Below 5000 153 153 0.149 

5000-10000 110 263 0.256 

10000-15000 35 298 0.291 

Above 15000 14 312 0.304 

Total 312 1026 1.000 
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(B) 
 

Income  
per month  
in Rupees 

After  
Entering 

 Non-Farm 
Employment 

C.F FA Dn 

Below 5000 31 31 0.046 0.103 

5000-10000 41 72 0.107 0.149 

10000-15000 188 260 0.385 0.094 

Above 15000 52 312 0.462 0.158 

Total 312 675 1.000 0 

       K-S Statistic: Dn =max | FA - FB | = 0.158. 
 
     The table value for Dn for n=4 and α =0.05 
is 0.624. Since the table value of Dn (0.624) is 
greater than the calculated value of Dn 
(0.158), the null hypothesis is accepted. This 
implies that regarding the income of self-
employed non-farm workers, there is no 
significant difference between before entering 
non-farm employment and after entering non-
farm employment. 
 

In general, it is inferred that due to 
prevailing severe unemployment situation in 
farm sector, people are shifting from farm to 
non-farm employment. Even though people 
are getting employment in the non-farm 
sector, their income is more or less the same as 
they get in farm sector because majority of 
them are belonging to casual labour force. But 
people are able to get regular income in non-
farm sector when compared to farm sector. 
Therefore it can be concluded that there exists 
a positive correlation between non-farm 
employment and the household income and 
standard of living. 
 
Expenditure Levels of Non-Farm Workers 

Level of expenditure is an important 
indicator of wealth status and standard of 
living of the workers. Earning levels decide 
the level of living of a family. The average 
amount spent per month on various goods 

and services by the households shows the 
wellbeing of the household members.  There is 
a greater scope to maintain a better standard of 
living if the expenditure levels are optimum. It 
is also viewed that low levels of expenditure 
are the indicators of poverty and low standard 
of living. 

 
Table 4 

Expenditure levels of Casual Labour  
Expenditure 
 per month  
in Rupees 

Before entering 
 Non-Farm  

employment 

After entering  
Non-Farm  

Employment 

Below 2000 302 
(65.37 ) 

175 
(37.88) 

2000-4000 138 
(29.87 ) 

220 
(47.62) 

4000-6000 16 
(3.46 ) 

47 
(10.17) 

Above 6000 6 
(1.30) 

20 
(4.33 ) 

Total 462 
(100) 

462 
(100) 

 
The amount of expenditure on various 

food and non-food items differs depending on 
size and nature of the family.  Table 4  shows 
the total monthly expenditure of casual labour 
on various food and non-food items. Before 
entering non-farm employment, 65.37% of the 
respondents (302 persons) spend merely below 
Rs.2000 per month, 29.87% of the respondents 
(138 persons) spend Rs.2000-4000 and 3.46% 
of the respondents (16 persons) spend 
Rs.4000-6000 per month. Only 1.30% of the 
respondents spend above Rs.6000 per month. 
It is evident from the table that the expenditure 
level of casual labour is low before entering 
non-farm employment. This is because of the 
low level of employment and low level of 
income of the casual labour. 
 

After entering non-farm employment 
the respondents spend below Rs.2000 per 
month is decreased to 37.88% as against 
65.37% before entering non-farm 
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employment. The number of respondents 
spending Rs.2000-4000 per month increased 
to 47.62% as compared to 29.87% before 
entering non-farm employment. The table 
shows that the number of respondents 
spending Rs. 4000-6000 and above Rs.6000 
increased to 10.17% and 4.33% respectively as 
against 3.46% and 1.30% before entering non-
farm employment. It is evident from the table 
that the spending capacity of the respondents 
is increased after entering into non-farm 
employment. The increase is high in the 
category of Rs.2000-Rs.4000. The spending 
capacity of the respondents is also high in the 
category of Rs.4000-Rs.6000. the reason is 
that they can get more employment days in 
non-farm employment when compared to farm 
employment. High level of employment and 
high level of income leads to high level of 
purchasing power of the workers. 

 
Table 5 

Expenditure levels of permanent Labour  
Expenditure  
per month in 

Rupees 

Before entering 
 Non-Farm  

Employment 

After entering 
 Non-Farm  

Employment 

Below 2000 32 
(45.07) 

12 
(16.90 ) 

2000-4000 27 
(38.03 ) 

21 
(29.58 ) 

4000-6000 11 
(15.49 ) 

33 
(46.48 ) 

Above 6000 1 
(1.41) 

5 
(7.04) 

Total 71 
(100 ) 

71 
(100 ) 

 
The information regarding the expenditure 
levels of permanent non-farm workers is given 
in table 5. The table shows that before entering 
non-farm employment, 45.07% of the 
respondents spend below Rs.2000 per month, 
38.03% of the respondents spend Rs.2000-
4000 and about 15.49$ of the respondents 
spend Rs.4000-6000 per month. It is observed 
from the table that only 1.41% of the 
respondents spend above Rs.6000 per month. 
The table shows that maximum number of 

respondents i.e. about 83.10%  are in the 
categories of below Rs.2000 and Rs.2000-
4000 per month. Low level of income is 
responsible for low level of expenditure in 
these categories.  
 

After entering non-farm employment, 
only16.90% of the respondents fall under the 
category of below Rs.2000 per month. The 
number of respondents in the category of 
Rs.2000-4000 is reduced from 38.03% to 
29.58%. The number of respondents in the 
category of Rs.4000-6000 is increased to 
46.48% as against 15.49% before entering 
non-farm employment. It is observed that 
about 7.04% of the respondents spend above 
Rs.6000 per month. It is evident from the table 
that significant percent of the respondents i.e. 
about 76.06% spend between Rs2000-6000 
per month. This indicates that after entering 
non-farm employment the spending capacity 
of the respondents is increased considerably. 
The reason is that the permanent labour is able 
to get regular employment and income in non-
farm sector.  

 
Table -6 

Expenditure levels of Self-employed  
Expenditure  
per month 
 in Rupees 

Before  
Entering 

Non-Farm 
Employment 

After Entering 
Non-Farm 

Employment 

Below 2000 124 
(39.78) 

90 
(28.85) 

2000-4000 159 
(50.96) 

109 
(34.94) 

4000-6000 25 
(8.01 ) 

98 
(31.41 ) 

Above 6000 4 
(1.28) 

15 
(4.80) 

Total 312 
(100 ) 

312 
(100) 

 
Table 6 gives the information 

regarding the expenditure levels of self-
employed labour. The table shows that before 
entering non-farm employment 39.75% of the 
respondents spend below Rs.2000 per month, 
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50.96% of the respondents spend Rs.2000-
4000 and about 8.01% of the respondents 
spend Rs.4000-6000 per month. It is evident 
from the table that the number of respondents 
spending more than Rs.6000 per month is only 
about1.28%. the table shows that about two 
thirds of the respondents’ spending capacity is 
low. 
 

The purchasing power of the 
respondents is increased after entering non-
farm employment. The number of respondents 
spending below Rs.2000 per month is reduced 
to 28.85% as against 39.75% before entering 
non-farm employment. The number of 
respondents spending Rs.2000-4000 per 
month is also reduced to 34.94%. as against 
50.96% before entering non-farm 
employment. It is observed from the table that 
the number of respondents spending Rs.4000-
6000 per month is increased from 8.01% to 
31.41% after entering non-farm employment. 
The number of respondents spending above 
Rs.6000 per month is also increased to 4.80% 
as against 1.28%. 
 

Level of income and expenditure levels 
are considered to be the main determinants of 
standard of living. In this study, it is found that 
the standard of living of the sample non-farm 
workers increased slightly as compared to 
before entering non-farm employment. No 
vast differences are found in the standard of 
living of the non-farm workers. 
 
 FACTORS BEHIND THE GROWTH OF 
RURAL NON-FARM EMPLOYMENT IN 
THE STUDY AREA 

Non- farm employment is gaining 
prominence in rural areas of Andhra Pradesh 
as well as in India in recent times.  The factors 
behind the growth of  rural non-farm 
employment can be divided into two. They are 
push factors like poverty, unemployment etc., 
and pull factors like education, urbanization 
etc. The study proposes to pursue the research 

question whether the growth of Rural Non-
Farm employment in West Godavari district is 
caused by push factors or pull factors. In the 
field study information has been collected for 
the contemporary growth of non-farm 
employment in the rural areas. 
 

Table- 7 
Factors led to Rural Non-Farm 

Employment 

Activity 

Factors led to 
 Non-farm  

Employment Total 
Pull 

Effect 
Push  
Effect 

Manufacturing 
and Processing 

78 158 236 
33.05 66.95 100 
29.55 27.19 27.93 

Trade and 
Commerce 

113 221 334 
33.83 66.17 100 
42.80 38.04 39.53 

Manual And 
Mechanized 
transport 

18 49 67 
26.87 73.13 100 
6.82 8.43 7.93 

Repair Services 
21 71 92 

22.83 77.17 100 
7.95 12.22 10.88 

Other Services 
34 82 116 

29.31 70.69 100 
12.88 14.11 13.73 

Total 
264 581 845 

31.24 68.76 100 
100 100 100 

 
   The data pertaining to the factors 
behind the growth of rural non- farm 
employment is provided in table 7. The data 
shows that 68.76 per cent of respondents’ 
entry into non-farm activities was the stress 
induced or push affect oriented and 31.24 per 
cent of respondents’ entry was pull effect 
oriented. The data reveals the fact that in 
almost all categories of rural non-farm 
activities in the study area, employment 
growth is mainly push effect oriented. Factors 
like poverty, low wages in the farm sector, 
non-availability of employment in the farm 
sector etc., mainly induced the respondents to 
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join in the non- farm activities. Pull factors 
like growing urbanization, education, welfare 
policies of the Government and certainty of 
income also inducing the respondents to go for 
non- farm activities.  

 
Table-8 

Effect of Pull Factors 

A
ct

iv
ity

 Pull Factor 
T

ot
al

 

Urbaniza
tion Education 

Welfare 
 policies of  
the Govt. 

Certainty 
 of Income 

M
an

uf
ac

tu
ri

ng
  

an
d 

Pr
oc

es
sin

g 8 25 3 42 78 

10.26 32.05 3.85 53.84 100 

27.59 30.86 30.00 29.17 29.55 

T
ra

de
 a

nd
 

C
om

m
er

ce
 11 37 5 60 113 

9.73 32.74 4.42 53.11 100 

37.93 45.68 50.00 41.66 42.80 

M
an

ua
l a

nd
 

M
ec

ha
ni

ze
d 

tr
an

sp
or

t 

3 5 1 9 18 

16.67 27.78 5.55 50.00 100 

10.34 6.17 10.00 6.25 6.82 

R
ep

ai
r 

 
Se

rv
ic

es
 2 4 0 15 21 

9.52 19.05 0.00 71.43 100 
6.90 4.94 0.00 10.42 7.95 

O
th

er
  

Se
rv

ic
es

 5 10 1 18 34 
14.70 29.41 2.94 52.94 100 
17.24 12.35 10.00 12.50 12.88 

Total 
29 81 10 144 264 

10.98 30.68 3.79 54.55 100 
 

Information regarding the contribution 
of various pull factors for the growth of rural 
non-farm employment is furnished in Table 8. 
It is observed that among the pull factors 
inducing  the growth of non- farm 
employment in the study area, certainty of 
income contributes about 55 per cent, 
education contributes about 30 per cent, 
urbanization contributes about 10 per cent and 
government policies contribute about 4 per 
cent. This phenomenon is observed for almost 

all categories of non-farm activities in the 
study area.  

Table-9 
Effect of Push Factors 

A
ct

iv
ity

 

Push Factor 

T
ot

al
 

Po
ve

rt
y 

U
ne

m
pl

oy
m

en
t 

U
nd

er
  

E
m

pl
oy

m
en

t 

N
at

ur
al

 
C

al
am

iti
es

 

M
an

uf
ac

tu
ri

ng
  

an
d 

Pr
oc

es
si

ng
 87 41 26 4 158 

55.06 25.95 16.45 2.54 100 

27.19 26.97 27.66 26.66 27.19 

T
ra

de
 a

nd
 

 C
om

m
er

ce
 120 59 33 9 221 

54.30 26.70 14.93 4.07 100 

37.50 38.81 35.11 60.00 38.04 

M
an

ua
l  

an
d 

M
ec

ha
ni

ze
d 

tr
an

sp
or

t 

25 14 9 1 49 

51.02 28.57 18.37 2.04 100 

7.81 9.22 9.57 6.67 8.43 

R
ep

ai
r 

 
Se

rv
ic

es
 41 17 13 0 71 

57.75 23.94 18.31 0.00 100 

12.81 11.18 13.83 0.00 12.22 

O
th

er
  

Se
rv

ic
es

 47 21 13 1 82 

57.32 25.62 15.84 1.21 100 

14.69 13.82 13.83 6.67 14.11 

T
ot

al
 320 152 94 15 581 

55.08 26.16 16.18 2.58 100 

100 100 100 100 100 
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Information regarding the contribution 

of various push factors for the growth of rural 
non-farm employment in the study area is 
furnished in Table 9. As far as the push factors 
behind the growth of non- farm employment 
are concerned poverty contributes about 55 per 
cent followed by unemployment with 26.16 
per cent, under employment with 16.18per 
cent and natural calamities with 2.58 per cent.  
 

Thus the analysis   signifies that the 
growth of rural non-farm employment in the 
district is mainly distress oriented or pushes 
effect oriented. 
 
Findings and suggestions 

The findings from the current study in 
regard to first objective reveals that even 
though people are getting employment in non-
farm sector, their level of income and 
expenditure is slightly increased  as majority 
of them are belonging to casual labour force. 
But people are able to get regular income in 
non-farm sector when compared to farm 
sector. Pertaining to second and third 
objectives, the study reveals that the growth of 
rural non-farm employment in the district is 
mainly distress oriented or push effect 
oriented. Poverty, unemployment and under 
employment are the major push factors and  
certainty of income and level of education are 
the major pull factors for the growth of rural 
non-farm employment. Under these 
circumstances, it is suggested that the 
government intervention is urgently required 
to sustain the growth of rural non-farm 
employment which in turn can reduce the 
severity of poverty and unemployment in rural 
areas. 
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P. ARAVINDSWAMY 

The present paper is an attempt to find out the factors 

behind the growth of rural non-farm employment and to analyse 

the determinants of rural non-farm employment in the sample 

villages of West Godavari District of Andhra Pradesh. A sample 

of 845 respondents were administered a structured schedule, 

and the data was collected, quantified, analyzed and 

interpreted. It is observed from the literature that agricultural 

development, infrastructure, urbanization, literacy, 

commercialization of agriculture, public investment, irrigation 

etc. are the prominent factors behind the growth of rural non-

farm employment. The regression result for the total sample 

reveals the fact that the explanatory variables like level of 

education of the non-farm workers and size of household are 

highly significant with positive impact on on-farm 

employmentwhile age of the respondents is highly significant 

with negative impact on rural non-farm employment. 

 
 
Introduction 

Poverty, unemployment and 

underemployment are the prominent problems 

faced by the rural economy in most of the less 

developed countries in the world. It is a well-

known fact that agriculture or farm sector has 

always been considered as the core of 

economic growth of these economies.It 

occupies a pivotal place in the national 

economy of these countries both in terms of its 

contribution to GDP and employment 

generation and it represents a major source of 

foreign exchange, supplies the bulk of basic 

food and provides subsistence and income to 

the large rural population.But this sector is 

now unable to provide additional opportunities 

of gainful employment in the wake of 

increasing population. In most developing 

countries like India, the rural labour force is 

growing rapidly, but employment 

opportunities are not keeping pace with it. At 

this juncture the development of various non-

farm activities offers great potential for 

creating additional rural job opportunities and 

hence for stimulating the further growth of 

rural economies.The significance of the Rural 

Non-Farm Sector can hardly be denied when 

seen in relation with the increasing saturation 

in growth of agricultural employment and the 

growing rural-urban divide in a globalizing 

India.The sector helps in creating “insight 

RESEARCH ARTCLE 
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jobs” associated with higher wages, which can 

also create opportunities especially for women 

and can act as the vehicle for reduction of 

gender gaps in the rural India.(M. Jatav and S, 

Sen, 2013). 

Definition of Rural Non-Farm 

Activities: 

The Census of India categorizes all 

rural workers into nine ‘industrial’ categories. 

Farm workers are those who engages mainly 

only for 183 days in a year in categories I to 

III. (I) being cultivators, (II) agricultural 

labour and (III) is agricultural allied activities 

i.e. livestock rearing, forestry, fishing, 

plantation, orchards and allied activities. Non-

farming activities consists of: (IV) mining and 

quarrying; (V) manufacturing, processing, 

servicing and repairs in household (HH) 

industry and other than household industry; 

(VI) construction; (VII) trade and commerce; 

(VIII) transport, storage and communication 

and (IX) other services. 

For our study, we shall define a RNF 

worker as: ‘engaged in non-farm activities’, 

any worker within a household who has, as a 

primary occupation one or several of the 

activities covered by the Census of India 1991 

occupational categories (IV-IX). In other 

words, all those who work in a primary 

occupation in any field of economic activity, 

other than cultivation or agricultural labour 

who, in turn, are deemed as ‘non-farm 

workers’. 

Structural changes in Rural Non-

Farm Employment in India 
The Indian economy, from the point of 

view of the locus of the working population, is 

predominantly rural, and during the past few 

decades we notice considerable dynamism 

within the rural production and employment 

structures. One of the significant changes in 

the rural production structure is the growing 

share of the non-farm sector, which increased 

from 37% in 1980-81 to 67% in 2011-12 

(Table 1), and thus shows that in terms of 

value of production, rural is no longer merely 

agricultural.  

Table 1.Sector-wise Composition of Rural 

NDP (%) in India 

Industry 1980-

81 

1993-

94 

2004-

05 

2011-

12 

I. Agriculture 64.36 48.91 34.45 32.88 

II. Non-

agriculture 

35.64 51.09 65.55 67.12 

Manufacturing 9.16 13.74 14.12 13.28 

Construction 4.05 4.19 9.32 11.92 

Trade, hotels and 

restaurants 

6.68 10.34 12.74 14.24 

Transport, 

storage and 

communication 

1.32 4.74 7.31 6.76 

Source: NSS Rounds of 38th, 50th, 61st and 68th, Papola et al. 

(2013) 

It is evident from the Table 2 that 

agriculture and allied activities accounts the 

highest share of rural employment all 

throughout the periods. The share of 

employment in agricultural sector has been 

declining but still it occupies the majority 

share.  Between 1980-81 and 2011-12 the 

share of agriculture in rural employment 

declined from 81% to 64 % and the pace of 

decline in the last quinquennium was much 

faster. The share of non-farm sector increased 

from 19 % to 36% during the same period. 

The asymmetry noticed between the shifts in 

production structure and the employment 

structure in the overall Indian economic 

development persists in rural India as well. 

Within the rural employment structure, 

however, there has been considerable shift in 

favor of non-farm employment. 
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Table2.Sector-wise Composition of Rural 

Employment (%) in India 

Industry 1980-

81 

1993-

94 

2004-

05 

2011-

12 

I. Agriculture 81 78.00 73.00 64.00 

II. Non-agriculture 19.00 22.00 27.00 36.00 

Manufacturing 37.00 32.00 29.00 22.00 

Construction 9.00 11.00 18.00 29.00 

Trade, hotels and 

restaurants 

19.00 20.00 23.00 20.00 

Transport, storage 

and 

communication 

9.00 7.00 9.00 9.00 

Community and 

social services 

26 25 17 15 

Note : Figures rounded to nearest integer, Source: NSS 

Rounds of 38th, 50th, 61st and 68th, Papola et al. (2013). 

Among non-farm sectors, 

manufacturing sector accounts the highest 

share in the overall employment in 1980-81 

followed by Community, social and personal 

services. However in 2011-12, construction 

sector occupies the majority share of 

employment. Trade, hotels and restaurants 

sector and manufacturing sector contributes 

the majority share among the non-farm sectors 

to the GDP of India. 

Context of the study: 
Agriculture continues to be the single 

most important livelihood of the masses in 

India and it constitutes the backbone of rural 

India which inhabitants around 70% of total 

Indian population. But in recent times the 

share of agriculture in national income has 

been on the decline. During the post 

independent period, the share of primary 

sector in the national income varied from the 

maximum of 57.20% in 1951 to the minimum 

of 15.11% in 2011. On the other hand the 

shares of manufacturing sector and tertiary 

sectors increased from 8.90% to 31.21% and 

from 28.00% to 53.77% respectively during 

the same period. In Andhra Pradesh also the 

share of agricultural sector in GSDP is 

decreasing while that of secondary and tertiary 

sectors is increasing. The share of primary 

sector has come down from 63.49% to 34.00% 

during the period 1960-61  and 2014-15. But 

in the case of manufacturing and service 

sectors, it was showing an increasing trend 

from11.50% to 22.00% and 25.00% to 44.00% 

respectively. 

 A significant fact is that the share of 

agricultural sector in employment generation 

is also decreasing over the years. During the 

post independent period, the share of primary 

sector in employment generation varied 

between74.00% to 48.80% during1972-73 to 

2011-12. The share of manufacturing sector in 

employment increased from 11.2% to 23.45% 

and that of service sector increased from 

14.65% to 27.75% during the same period. 

The declining share of agriculture in GNP and 

employment generation has aggravated the 

unemployment and under employment 

situation in India. This underscores the need 

for alternative avenues for employment 

generation in rural areas. At this juncture, non-

farm sector in terms of increasing shares of 

manufacturing and service sectors both in 

national income and employment generation 

plays a prominent role in rural Indian 

economy. 

The present study is an attempt to find 

out the causes and determinants of non-farm 

employment growth in the rural areas. It also 

attempts to find out the impact of non-farm 

employment on the household income and 

living standards. 

Methodology 

Data Base 

For the present study, the researcher 

concentrated only on Rural Non-Farm 

Employment. The data for the research study 

were collected from both primary and 

secondary sources as per the details given 

below. 
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Secondary data sources: Census data is used 

for estimating trends in aggregate and sub-

sector RNFE at state and district level. The 

most important secondary data sources are the 

Census of Andhra Pradesh published by the 

Census of India (1991, 2001 and 2011), 

Series-2. NSSO data is also used to some 

extent. Other data sources are from the 

Directorate of Economics Statistics, 

Government of A.P, Hyderabad, from the 

Centre for Ecnomic and Social Studies 

(CESS), Hand Book of Statistics, Chief 

Planning Officer, West Godavari District, 

Records and Registers maintained by the 

DRDA and village panchayats. 

Primary data source: After identifying the 

key sectors of the rural non-farm economy and 

the relative position of the West Godavari 

district in terms of share of rural non-farm 

employment in the rural area, a primary survey 

has been conducted to find out the household 

level determinants of participation in rural 

non-farm employment. The researcher has 

adopted multiple random sampling techniques. 

 West Godavari district consists of four 

revenue divisions namely Eluru, Narsapuram, 

Kovvur and Jangareddy Gudem. The 

researcher purposively selected one mandal 

from each revenue division where there is 

more number of non-farm employment. Thus 

four mandals namely Akividu from 

Narsapuram division, Pedapadu fromEluru 

division, Koyyalagudem from 

JangareddyGudem division and Attili 

fromKovvur division were selected for the 

study. After selecting the mandals, two 

villages from each mandal were randomly 

selected for the field survey. Thus eight 

villages namely Ajjamuru and 

Chinakapavaram from Akividumandal, 

Kothuru and Koniki villages from 

Pedapadumandal, Kommara and 

Gummampudi from Attilimandal and 

Vedentapuram and Chopparamannagudem 

from Koyyalagudemmandal were selected for 

the survey. 30 per cent of the rural non-farm 

workers from each village are selected as 

sample. Total sample respondents from the 8 

villages are 845. The data were collected by 

personally interviewing the selected 

respondents from the villages with the help of 

a structured schedule. The schedule was 

prepared after consultation and discussion 

with experts. It contains all the objectives and 

dimensions of the study. The field study has 

covered both male and female respondents 

without any discrimination of age, sex, caste 

and religion.  

Profile of the respondents: 

The sample respondents include casual 

labour (54.67%), permanent labour (8.40%) 

and self-employed (36.92%). Among the 

sample respondents, about 32.66% were land 

owners while 67.34% are landless. The sample 

covers both genders with 75.38% men and 

24.62% women. They belong to different age 

groups: 20-30(32.67%), 30-40(44.85%), 40-

50(14.67%), 50-60(5.91%) and above 

60(1.90%). 91% of the respondents are 

educated but their level of education varies: 

Illiterates(9.00%), Primary(20.47%), Upper 

Primary(27.46%), Secondary(24.61%), 

Inter(12.31%), Degree and above(5.44%) and 

technical education(0.71%). 

Objectives of the study 

1. to find out the factors behind the growth of 

non-farm employment; and 

2. toanalyse the determinants of non-farm 

employment in the study area. 

Hypothesis Statement 

Ho:Education does not play a positive role to 

determine the non-farm employment. 

H1:Education plays a positive role to 

determine the non-farm employment. 
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Research Tools:The present study used 

Multiple regression analysis to find out the 

determinants of non-farm employment in the 

study area. 

Determinants of Rural Non-Farm 

Employment-Theoretical frame work  
A number of essential and congenial 

socio-economic conditions are must for the 

advancement of rural non-farm sector (RNFS). 

In other words, the development of social and 

physical infrastructure is a pre-requisite for the 

development of this sector. The available 

literature advocates a number of factors and 

processes which have a bearing on the 

development of this sector. 

Mellor’s proposed agriculture first 

(AF) strategy is expected to contribute to 

RNFE through a strategic shift in favour of 

agricultural development based on small and 

medium sized farmers. Thus agricultural 

biased pattern of development would create 

strong mass demand linkages to RNFE. The 

growth of production in agriculture leads to 

increasing demand for the supply of seeds, 

fertilizers, pesticides and repair services which 

are produced or supplied by non-farm 

activities.  

The degree of commercialization of the 

rural economy would seem to be a major 

factor affecting the scale, and location of and 

technology used in rural non-farm activity. 

Sankarnarayan (1980) argues that it is the 

degree of commercializing of agriculture that 

determines the level of non-farm activity in 

rural areas. 

Most of the studies on rural non-farm 

employment find a significant relationship 

between the development of infrastructure and 

the proportion of non-farm workers in the 

rural areas at cross-section level. Shukla 

(1992) has pointed out that infrastructural 

facilities like roads, electricity, posts and 

telegraphs have significant positive influence 

on the level and density of rural non-farm 

employment. 

Urbanization is one of the major pull 

factors which influence the rural non-farm 

sector. Unni (1990) argues that the proximity 

to or existence of, a large urban population in 

the regions may facilitate the growth of non-

farm employment in rural areas. 

Level of literacy can be expected to 

positively associated with RNFE. Chada 

(1993) argues that levels of education can also 

play a significant role in raising the capability 

of entrepreneurs to see local opportunities, to 

promote workers’ skills and to forge better 

rural-urban or agriculture non-agriculture 

relations. He finds positive links of education 

to overall rural non-farm employment. 

Ho (1985) states that a strong inverse 

relationship exists between farm size per 

household and non-farm activity. As farm size 

declines, farm households become more 

involved in non-farm activities in terms of 

both income earned and employment time 

associated to, non-farm activities. 

The degree of commercialization of the 

rural economy would seem to be a major 

factor affecting the scale, and location of and 

technology used in rural non-farm activity. 

Sankarnarayan (1980) argues that it is the 

degree of commercializing of agriculture that 

determines the level of non-farm activity in 

rural areas. 

Public investment in rural areas  is also 

considered to be one of the main sources of 

rural non-farm employment. Public 

expenditure on rural infrastructure like 

agricultural marketing, roads and bridges and 

irrigation facilities generally stimulate rural 

non-farm employment (Shukla, 1992). 

Irrigation is also considered to be an 

important factor which leads to an increase in 

the labour requirement in the non-farm sector. 
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The increase in irrigation leads to production 

in agriculture and increases demand for the 

supply of seeds, fertilizers, pesticides and 

sprays and repair services which are produced 

or supplied by non-farm activities. 

Determinants of RNFE in the study 

area-Regression analysis 

To analyse the determinants of RNFE 

among the sample respondents and to attribute 

a weight to these determinants, we have used 

multiple regression analysis. In this model the 

dependent variable i.e. RNFE is expressed in 

terms of monthly income of the respondents 

involved in non-farm activities. Due attention 

has been paid in collecting the data regarding 

the monthly incomes of the non-farm workers 

in the study area. 

A list of explanatory variables used in 

the regression model along with some 

description notes is given in the table 3. 

Table 3. Description of Explanatory variables 
Variable Variable 

notation 

Description of the 

variable 

Y Dependent 

variable 

(Non-Farm 

Employment) 

Monthly income of the 

respondents involved in 

non-farm employment 

X1 Gender Male-1, Female-2 

X2 Age Non-farm workers age in 

years 

X3 Level of 

Education 

Level of educational 

attainment in terms of years 

of schooling 

X4 Household 

Size 

Number of family members 

in the household 

X5 Size of land 

holding 

Number of acres operated 

by the household 

X6 Migration Migration of family 

members to urban centres. 

If the household has a 

migrated family member it 

takes the value-1, otherwise 

it is-0. 

 

Gender(X1): Gender is an important factor 

determining participation pattern in Rural 

Non-Farm Employment. Women are less 

likely than men to become involved in RNFE. 

Generally women are expected to have lower 

participation in non-farm sector than men 

(Coppart,2001).  

Age (X2): We expect that the age of the 

worker is inversely related to non-farm 

income. Aged people generally engage in low 

earning non-farm activities as they are 

unskilled and untrained labour. But younger 

generations with better levels of education 

have more skills and technological knowledge 

generally they are expected to have engaged in 

high earning non-farm activities when 

compared to older people. Therefore we 

expect a negative relationship between age of 

the worker and non-farm income. Hence, the 

sign of the coefficient of age is expected to be 

negative. 

Level of Education (X3): Education isa 

potentially important determinant of RNFE. 

Education improves an individual’s prospect 

for non-farm jobs as well as increases his 

ability to allocate time to work efficiently 

among income producing activities. Less 

educated households rely on low paying and 

low productive non-farm pursuits (Lanjouw 

and Shariff, 2004). So we expect a positive 

relationship between level of schooling and 

non-farm income. 

Household Size (X4): The expected 

relationship between the household size and 

rural non-farm income and employment is 

positive. When household size is large, it is 

more likely to participate in RNF activities 

(Simmons and Supri, 1995).  

Size of Land holding(X5): The size of 

agricultural land holding operated by the 

household measured in acres can tell us about 

the economic status of the household member. 

As agricultural land becomes scarce, 
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households must find out alternative earnings 

in non-farm sector. For this reason, landless 

households mostly depend on non-farm 

earnings (Anderson and Leiserson, op.cit). 

However, the effect of landholding on 

participation and earning from RNF activity is 

complex. A household with a large land 

holding may be more committed to 

agriculture, thus, exhibiting a negative 

relationship of landholding with non-farm 

income. We expect the regression to provide 

information as to whether large holdings tend 

to raise the propensity to work in RNFS and 

thereby non-farm income. 

Migration (X6): migration of the family 

members to urban centres does have an impact 

on RNFE. Agricultural poverty in rural areas 

stimulates household members to migrate to 

urban centres for better employment 

opportunities. They generally engage in high 

earning activities in urban areas and send 

some part of their income to the family 

members in the rural areas. These incomes 

enable the rural households to start up some 

sort of rural non-farm activity and thereby 

increasing non-farm earnings.  

The multiple regression model to be 

estimated for identifying the determinants of 

RNFE can be specified as follows. 

Y=a+b1X1+b2X2+b3X3+b4X4+b5X5+b6X6+µ 

Where a is the intercept and b1,b2, b3, b4, b5, 

b6are the regression coefficients to be 

estimated and µis the error term. 

Primary data is collected from eight 

villages, viz., Ajjamuru, Chinakapavaram, 

Kotturu, Koniki, Gunnampudi, Kommara, 

Vedentapuram and Chopparamannagudem on 

845 randomly selected non-farm workers 

using a structured questionnaire. 

The Multiple Linear Regression Model 

as specified above is estimated for the entire 

sample and the results are given in Table 1. 

Table.4. Regression Results for total sample 
Variable Coefficients Standard 

Error 

t-ratio p-value 

Intercept 9640.71 584.34 16.49 0.000*** 

X1 196.95 140.56 1.40 0.161 

X2 -129.64 8.54 -15.17 0.000*** 

X3 259.40 23.84 10.88 0.000*** 

X4 837.62 69.53 12.04 0.000*** 

X5 -78.93 32.64 -2.42 0.015** 

X6 176.96 129.70 1.36 0.172 

No of observations 845 

R-Squared 0.737 

Adjusted R-squared 0.735 

F value 391.40 

Significance F(p-value(F)) 0.000*** 
** indicates significance at 5% level,     
*** indicates significance at 1% level. 

 Regression results for the total sample 

are given in table 1. The table shows that the 

value of R-square is around 0.74 which 

indicates that about 74% of the variations in 

the income of the non-farm workers is 

explained by the independent variables 

considered in the study. 

 The overall significance of the 

regression model is validated by the value of F 

statistic. The table   shows the value of F as 

391.404 at 1% level of significance. Hence, 

we deduce that the regression model is a good 

fit. The co-efficient of gender is positively 

related with non-farm income, but it is not 

statistically significant. It indicates that if a 

household’s participation in RNFE increases 

by a male member, it may increase monthly 

household income by around Rs.197. Age of 

the respondent is negatively related with non-

farm income i.e. if the age of the respondent 

increases by 1 year, it may decrease monthly 

household income by around Rs.129. Co-

efficient of respondent’s age is statistically 

significant at 1% level. According to Rehman, 

2011 individuals with higher levels of 

schooling had a higher probability of 

participating in economic activities. Probable 

reason for positive relation might be that with 

higher education people become more 

conscious about getting higher income, being 
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more skilled and use their expertise in their 

particular occupation. In the study area, the 

researcher found positive relationship between 

years of schooling and monthly household 

income of the non-farm workers.  The co-

efficient of education is statistically significant 

at 1% level and it reveals that if education of 

the non-farm worker increased by 1 year, it 

may increase monthly household income by 

around Rs.259. Household size is positively 

related with RNF income i.e. if household size 

increased by 1 member, it may increase 

monthly household income by around Rs.837. 

Co-efficient of household size is statistically 

significant at 1% level. The co-efficient of 

land holding is negatively related with non-

farm income and yet it is statistically 

significant at 5% level. Ibekwe et al., 2010 

also supported this result. Probably this is 

because when a person has more land may feel 

reluctant to involve in other economic 

activities and generally it is well known that  

land holding may less contribute in their 

household income generation. The co-efficient 

of migration is positively related with non-

farm income of the households, but it is not 

statistically significant. The positive co-

efficient of migration indicates that 

households with migrated family members 

earn around Rs.177 more per month than the 

households without migrated family members. 

From this discussion, it can be concluded that 

some variables are significant, but others are 

not. For non-farm respondents age of the 

respondents, years of schooling, household 

size and size of land ownership has significant 

impact on non-farm income of the 

respondents. 

It is evident from the regression results 

for the total sample, that level of education is 

the most significant factor having positive 

impact on non-farm income of the 

respondents. The co-efficient of education is 

statistically significant at 1% level and it 

reveals that if education of the non-farm 

worker increased by 1 year, it may increase 

monthly household income by around Rs.259. 

Thus the study got evidence in favor of 

alternative hypothesis (H1: Education plays 

a positive role to determine the non-farm 

employment) and it is accepted. 

Findings and suggestions 
 Infrastructure, urbanization, literacy, 

commercialization of agriculture, public 

investment, irrigation etc. are the prominent 

factors contributing for the growth of rural 

non-farm employment. Under these 

circumstances it is suggested that the 

government intervention is urgently required 

to sustain the growth of rural non-farm 

employment which in turn can reduce the 

severity of poverty and unemployment in rural 

areas.Government should initiate skill oriented 

training programmes to enhance employability 

in rural non-farm sector. It should encourage 

the entrepreneurs to start up MSMEsin rural 

areas which are capable of providinglarge 

scale employment opportunities to the rural 

youth.The government should take adequate 

policy measures for the development of the 

farm sector in the rural areas because 

development of the farm activities will 

accelerate the development of the non-farm 

based activities. 
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INTRODUCTION 

The fundamental right to the highest attainable standard 

of health including physical, mental and social well 

being has been recognized in many global, regional and 

national declarations and charters. There is now 

substantial evidence that healthy populations are a 

foundation for sustainable social, economic and 

environmental development and for peace and security 

and vice versa. 

 

Osteoporosis is often called the Silent disease, because 

bone loss occurs without symptoms.  People often don‟t 

know that they have the disease until a bone breaks, 

frequently in a minor fall that wouldn‟t normally cause a 

fracture.  Many people confuse osteoporosis with 

arthritis and believe they can wait for symptoms such as 

swelling and joint pain to occur before seeing a doctor.  

It should be stressed that the mechanisms that cause 

arthritis are entirely different from those in osteoporosis 

which usually becomes quite advanced before its 

symptoms appear. The National osteoporosis Foundation 

says that one in two women and one in eight men over 

50 will have an osteoporosis related fracture in their life 

time.  Thirty-three percent of women over 65 will 

experience a fracture of the spine and as many as 20% of 

hip fracture. This is a major health problem for older 

adults, who comprise an increasingly greater proportion 

of the general population. Over 10 million adults in the 

United States are estimated to have osteoporosis and an 

additional 43 million to have low bone mass.
[7]

 

Osteoporosis poses a serious worldwide health 

economics issue, though secular and temporal trends 

differ considerably by region.
[2]

 

 

LITERATURE 
“Osteoporosis” meaning “porous bones”, is a disease that 

causes structural deterioration of the bone tissue with no 

detectable symptoms.  It is related to the loss of bone 

mass that occurs as a part of the natural process of aging.  

It results in conditions where there is excess bone loss 

without adequate replacement. It becomes apparent in a 

dramatic fashion, causing fractures even after a normal 

activity such as bending or twisting or falling from the 

standing position.  The broken bones, affect the daily life 

causing disability to do the daily tasks.  Women of all 

ages and men over age 50 suffer from this disease.  

Millions of women and men are already at risk for 

osteoporosis. This is a major health problem for older 

adults, which comprise an increasingly greater 

proportion of the general population.
[6,8]

 

 

Pathophysiology of bone loss and fractures 
Low bone mass is a major feature of Osteoporosis.  An 

inverse relationship exists between “Bone mass Density” 
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(B.M.D) and susceptibility to fracture.  B.M.D is the 

primary indicator of fracture risk in patients.  The over 

all architecture of bone is divided in to cancellous bone 

(also called as trabecular bone) and cortical bone.  The 

cortical bone forms a compact shell around the more 

delicate cancellous bone.  It is formed by an inter 

connective lattice work of trabecular. In general, the 

appendicular skeleton is composed of cortical bone and 

the axial skeleton is composed of both cancellous bone 

and cortical bone. The surface area of cancellous bone is 

more than that of cortical bone, and is metabolically 

active.  So the cancellous bone is severely effected. 

During the accelerated period of bone loss, immediately  

after menopause,cancellous bone loss increases three 

fold, while rates of cortical bone loss are slower.The 

vertebrae are rich in cancellous bone. So vertebral 

fractures are common in the early post menopausal years, 

while hip fractures occur in later years. Bone strength is 

related to bone mass density (BMD) and other factors 

such as remodelling frequency (Bone turn over), bone 

size and area, bone micro architecture and degree of 

bone mineralization. 

 

After  linear growth stops, bone is in a  constant state of 

remodelling with repeated cycles of  bone resorption 

followed by deposition of new bone.  In normal 

conditions bone resorption followed by bone formation is 

sequential without over loss of bone.  This bone turn 

over is necessary for general bone health as it repairs  

micro fractures and remodels the bone architecture. Bone 

has remodelling units.  They combine the sequential 

action of osteoclasts which resorb bone, leaving a cavity 

or lacuna and the subsequent  action of osteoblasts  

synthesise new bone. When there are aberrations in bone 

remodeling, thinning of trabeculae occurs and they 

become disrupted.  It is also described as loss of 

connectivity.  It weakens  the structural integrity of the 

bone. Bone is a major reservoir of calcium. In various 

physiological and pathological conditions, bone mass 

may be sacrificed to  satisfy intracellular and  

extracellular calcium needs.   Because of all these 

reasons, bones become weak, fragile and porous leading 

to osteoporosis. 

 

Types of Osteoporosis 

Osteoporosis can be classified in various ways, based on 

diagnostic categories, etiology.  Osteoporosis can be 

classified as primary osteoporosis and secondary 

osteoporosis.   Primary osteoporosis includes age, 

gender, race, figure type, life style, diet and lack of 

sunlight. Secondary osteoporosis includes genetic 

disorders, hypogonadal states, endocrine  disorders, 

hematological disorders, nutritional deficiencies, drugs. 

 

Factors that cause osteoporosis 

 Osteoporosis is related to the loss of  bone mass that 

occurs as  part of the natural process of aging. 

 It results when there is excess bone loss without 

adequate replacement. 

 It is far more prevalent in women after menopause 

due to the loss of the hormone estrogen. 

 It is common in persons. 

- Having small thin body. 

- Having a family history of osteoporosis. 

- Being over 65 years old. 

- Not getting enough exercise. 

- Long term use of some medecines like 

glucocorticoids,   antiseizure  medecines, thyroid 

hormone replacements etc. 

 

Consequences of osteoporosis 

Though osteoporosis is often called as a silent disease,  

there are some symptoms like. 

 Increased risk of fractures with minor trauma. 

 Pain in the bones and muscles. 

 Breaks in the hip, wrist, spine. 

 Sloping shoulders. 

 Back pain 

 Compressed vertebrae. 

 Protruding abdomen 

 .Hunched posture. 

 Person becomes stooped with a bent back called 

Called dowager‟s hump (kyphosis) 

 

Diagnosis 

The diagnosis of osteoporosis is usually made by the 

doctor using a combination of a complete medical 

history and physical examination. In order  to properly 

diagnose osteoporosis the bone density must be 

measured.  This can be done using a test measuring the 

density of the bones in the areas most likely affected  by 

the disease such as spine, hip and wrists. 

 

There are tests that can get to find out the bone density. 

This is related to how strong or fragile the bones are. 

One test is called dual-energy x-ray absorptiometry (D X 

A).  A   D X A scan takes x-rays of the bones. 

 

Treatment 

Treatment for osteoporosis includes eating a diet rich in 

calcium and vitamin D, getting regular exercise, and 

taking medication to reduce bone loss and increase 

thickness.  In man Alendronate and triparatide have been 

approved to treat osteoporosis in men.  Calcitonin may 

work in men, treatment with testosterone increases bone 

density. In women, the non hormonal bisphoshonate 

drugs, alendronate and rise dronate prevent and treat post 

menopausal osteoporosis.  Raloxifene is approved for 

preventing and treating osteoporosis. A class of drugs 

called estrogen agonists antagonists; commonly referred 

to as Selective Estrogen Receptor Modulators-SERMS 

are approved for the prevention and treatment of 

postmenopausal osteoporosis. They help to slow the rate 

of bone loss. 

 

Calcitonin: Calcitonin  is a naturally occurring hormone 

that Can  help slow the rate of bone loss. 

 



Rani et al.                                                                       European Journal of Biomedical and Pharmaceutical Sciences 

 

 

www.ejbps.com 

 

137 

Menopausal Hormone Therapy (M H T):- These drugs 

which are used to prevent bone loss. 

Parathyroid Hormone or Triparatide:-  Triparatide is an 

injectable from  of human parathyroid hormone.  It helps 

the body build up new bone faster the broken old bone. 

 

Prevention 

Building strong bones during childhood and  teen years 

is one of the best ways to keep from getting osteoporosis 

later.  As the person gets older, the bones don‟t make 

new bone fast enough to keep up with the bone loss.  

And after menopause, bone loss happens more quickly.  

But there are steps that can be taken to natural bone loss 

with aging and to prevent the bones from becoming weak 

and brittle. 

 

1. Get enough calcium each day 

Bones contain a lot of calcium.  It is important to get 

enough calcium in the diet.  The person, can get calcium 

through foods and calcium pills. For age group 9-18, the 

requirement of calcium is 1300mg./day, for 19-50, 

requirement is 1000 mg./day, and for 51- and above age 

group the requirement is 1200 mg./day. 

 

2. Get enough vitamin „D‟ each day 

It is also important to get enough  vitamin - D,  which 

helps the body absorb calcium from the food taken. 

Vitamin “D” is produced in the skin when it is exposed 

to sunlight.  The person needs 10 to 15 minutes of 

sunlight to the hands, arms and face, two to three times a 

weak to  make enough  vitamin D.  The amount of time 

depends on how sensitive the skin is to light. It also 

depends on the use of sunscreen, the skin colour, and the 

amount of pollution in the air.  The person can also get 

vitamin D through foods or by taking vitamin pills. The 

daily Vitamin D requirement for age group 19-50 is 

200IU per day, for 51-70 age group, the requirement is 

400 IU per day. 

 

3. Eat a healthy diet 

Other nutrients (like vitamin K, vitamin C, magnesium, 

and Zinc, as well as protein) help build strong bones too.  

Fish, green leafy vegetables, oranges, and milk contain 

many of the nutrients. 

 

4. Exercise 

Exercise is very important for slowing the progression of 

osteoporosis. 

 

5. Don‟t smoke 

Smoking raises the chances of getting osteoporosis.  It 

harms the bones and lowers the amount of estrogen in 

the body. 

 

6. Drink alcohol moderately 

Alcohol makes it harder for the body to use the calcium 

taken in. 

 

7. Make your home safe 

Reduces the chances of falling by making the home 

safer. Use a rubber bath mat in the shower or tub. Keep 

the floors free from clutter.   Make sure that have grab 

bars in the both or shower. 

 

8. Lactose intolerance 

If the person is lactose  intolerant, it can be hard to get 

enough calcium.  Lactose is the sugar that is found in 

dairy products like milk.  Lactose intolerance means the 

body has a hard time digesting foods that contain lactose.  

The symptoms like gas, bloating, stomach cramps, 

diarrhea and nausea.  Lactose intolerance can start at any 

age but often starts in older age. Lactose- reduced and 

lactose-free products are sold in food stores. 

 

METHODOLOGY 

A survey was conducted to collect the required 

information from patients suffering from osteoporosis.    

The data was collected from one orthopedic hospitals for 

a period of one month in Eluru. The data was collected 

from 50 patients of different age groups by questionnaire 

method and the results are tabulated. 

 

 

RESULTS AND DISCUSSION 

Table 1: Percentage of the samples. 

S.No Sex Percentage  of the samples 

1 

2 

Female 

Male 

90% 

10% 
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Table 2: Percentage of different age groups suffering. 

S.No Age – group Percentage effected 

1 

2 

3 

4 

5 

6 

40 -45 

46 -50 

51 -55 

56 -60 

61 -65 

66 – 70 

4% 

28% 

30% 

20% 

12% 

6% 
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Table – 3: Percentage of the subjects with or without family history. 

S.No Family history Percentage 

1 

2 

With family history 

With out family history 

20% 

80% 
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Table 4:  Symptoms of Osteoporosis. 

S.No Symptoms 
% of the subject 

suffering 

1 

2 

3 

4 

5 

6 

Knee pain 

Hunch back 

Backache 

Bone fracture 

Often falling down 

Joint pains 

48 

14 

12 

10 

10 

6 
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DISCUSSION 

 From the survey, it is observed that out of 50 

subjects, males are 10%  and females are 90% .  So 

the females are more prone to this disease. 

Prevalence of osteoporosis increases with age in 

women and not in men. It is reported that 42.5% 

women and 24.6% men above the age of 50 years 

suffer from osteoporosis in India(6) 

 Among     40 – 45   age group,  4 %   are effected,   

46 – 50   age group,  28%  are effected,    51 – 55   

age group,  30%  are effected,   56 – 60   age group, 

20 %  are effected,     61 -  65   age group, 12%  are  

effected,   66 – 70   age group,  6%   are  affected. 

These results reveal that the incidence of 

osteoporosis peaks in the age group of 51-55 

followed by the age group 46-50 and it was proved 

in earlier studies.  This condition is related to 

menopausal stage of women. 

 20% of the subjects are with family history and 80% 

are without family history.  So to some extent 

osteoporosis may be hereditary. 

 48%   of the subjects are suffering from Knee pain, 

14%  are suffering from Hunch back,   12%   are 

suffering from Backache, 10%   are suffering  from 

Bone fracture,  10%   are falling down frequently,  

6%  are suffering from severe joint pains. The main 

constraints to optimal treatment for osteoporosis, 

according to the physicians who participated in the 

current study, are lack of consistent compliance on 

the part of patients and lack of knowledge. Recently 

published studies have shown suboptimal adherence 

to osteoporosis treatment in a number of 

countries.
[4,5]

 

CONCLUSION 
Because it is hard to replace bone that is lost, prevention 

is the key.  Beginning a life long commitment to exercise 

and nutritious, food in young age reduces the risk of 

developing this condition later in life.  Act now to build 

strong bones to last a lifetime. 

 

“Best Bones Forever” is a national education effort to 

encourage girls aged 9-14 to eat more foods with calcium 

and vitamin D and get more physical activity.  There is 

also a website for the parents, which gives them the tools 

and information they need to help their daughters build 

strong bones, during the critical window period of bone 

growth that is between   9-18 years to make them 

empowered. Recent publications have attributed 

deficiencies in osteoporosis management to inadequate 

communication and cooperation among the physicians 

involved: general practitioners, orthopedic surgeons, 

endocrinologists and rheumatologists.
[1,3]

 Empowerment 

of menopausal women will guarantee their health during 

the last third of their life. The results of the present study 

can pave the way for future research to promote 

women‟s empowerment for better health outcome of 

community. 
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Abstract: Vegetable oil can be used as an alternative fuel in diesel engines and in heating oil burners. When 

vegetable oil is used directly as a fuel, it is referred to as straight vegetable oil (SVO) or pure plant oil (PPO). 

Conventional diesel engines can be modified to help ensure that the viscosity of the vegetable oil is low enough 

to allow proper atomization of the fuel. This prevents incomplete combustion, which would damage the engine 

by causing a build-up of carbon. Straight vegetable oil can also be blended with conventional diesel or 

processed into biodiesel or bio liquids for use under a wider range of conditions.Transportation industry is part 

and parcel of every nations economic growth. Motor fuel or diesel is the main ingredient which decides the 

transportation cost. Small Arab countries are able resources. Petroleum is a liquid gold for any country. But it 

is a non-renewable source, which takes hundred years to be replenished. Nation’s like India do not have 

enough petroleum resources and have to spend a major part of its foreign exchange to import oil. The position 

is same for many other developing countries also. So search for renewable motor fuels gained importance.  

Keywords:  Preparation, Methods to reduce viscosity, Benefits, Physical properties. 

 

I. Introduction 
Research for alternative renewable motor fuels like Bio-diesel started in scientific community way 

back in 1895. Doctor Rodolf diesel engine to run on vegetable oil (peanut oil). In 1911 he stated that “The 

diesel engine can be fed with vegetable oils and would help considerably in the development of agriculture of 

the countries which use it.” This statement is very much true and apt in case of India whose economy is 

dependent mainly on agriculture. Preparation of Bio-diesel is a simple process. It can be produced in backyard 

of the house itself using cooked vegetable oil with some safety measures. The following are some of the 

methods of preparation of Bio-diesel. Vegetable oils are chosen for chosen for production of Bio-diesel because 

of their better lubricity, but its viscosity is higher than petrol-diesel. Hence following methods are adopted to 

reduce its viscosity. 

 

Method 1: Esters of vegetable oils formed by trans-esterification process of vegetable oil with alcohol in the 

presence of a catalyst gives Bio-diesel. The vegetable oil may be fresh or used vegetable oil (WVO). The other 

processes are pyrolysis, micro-emulsion, and blending and thermal, polymerization. These processes decrease 

the high viscosity of vegetable oil to be used as diesel fuels. The viscosity of the Bio-diesel now matches the 

European standard EN 14214, American ASTM standards.  

 

Method 2: SVO or straight vegetable oil can also be used as diesel fuel. SVO  can be used in vehicles by fitting 

two fuel tanks, the first containing petro-based diesel and the second, vegetable oil. The engine starts on petro-

oil and runs for a short time while the vegetable oil in the second tank is warmed up by hot fluid form the 

engines cooling system. When oil reaches a specific temperature, the engine switches  from petro-oil to 

vegetable oil.  

 

Method 3: In another system, there will be only one fuel tank and the vegetable oil is heated up to appropriate 

temperature by an electric coil so that its viscosity decreases before it enters the high pressure pump.  

 

Method 4: In this method blends of bio-diesel and petro-diesel or SVO & petro-diesel in proportions of B-20, 

B-30 etc are used in the fuel tanks. It facilitates improvement in performance of the engine, enhanced lubricity 

and reduction in toxic emissions.  
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Benefits:  

 The main benefit derived is reduction in emissions generated when using this Biodegradable low toxic fuel.  

 It is fully renewable source manufactured with in the country.   

 It reduces carbon-dioxide emission by 80% and sulphur dioxide by 100%, which is the cause of acid rains.  

 It reduces exhaust smoke by 75% cause for black cloud associated with a diesel engine.  

 Its exhaust is far more pleasant than petro-diesel and does’t  harm the mechanic’s hands while handling and 

also protect their skin from  cracking or redness.  

 It is less dangerous to fill in vehicle fuel tank since its flash point is 150 degree centigrade as opposed to 

petroleum diesel which is 70 degree centigrade.  

 During spillage, Bio-diesel degrades four times faster than petroleum diesel.  

 It has significant lubricity than petroleum diesel enhancing the lifetime of engines and performance. ULSD 

(ultra low sulphur diesel) needs additives to improve its lubricity. But ULSD  mandated by EPA 

(environmental protection agency) makes injector pumps to wear-out soon.  

 Bio-diesel reduces classic diesel engine knocking noise.  

 Bio-diesel doesn’t require any changes to the existing storage infrastructure.  

Use of Bio-diesel in conventional diesel engine results in substantial reduction in unburnt hydrocarbons, carbon 

monoxide and particulate matter. The carbon fraction of particulate matter is decreased due to the increased 

amount of oxygen present in Bio-diesel, which enables a more complete combustion process.  

Bio-diesel exhaust has a less harmful impact on human health and reduces the levels of all largest polycyclic 

aromatic hydrocarbons (PAH) and nitrated PAH compounds to 75-85%. 

Using Bio-diesel with some additives Non emissions can be reduced by 24000 tons per year from air, which is 

the main contributor of ozone pollution.  

Bio-diesel will clear injectors and fuel lines extremely well, as it is an excellent solvent. It will not create sludge 

as in the case of petro-based diesel engines. We need to reduce the amount of fossil fuel we burn, if we have 

any hope of cleaning up the air. Bio-diesel allows us to do this today without stopping the trucks running that 

keeps our economy moving.  

 

II. Problems with Bio-diesel 
compounds mainly aromatics, sulphur, oxygen, nitrogen where as vegetable oils are mixtures of tri 

glycerides of fatty acids It will soften and degrade certain types of elastomers and natural rubber compounds 

used in older fuel hoses and pump seal systems. But new vehicles (after 1994) are fitted with synthetic fuel lines 

and seals which suffer no problem with Bio-diesel.  

Need of a physicist in bio-diesel scene: When SVO or Bio-diesel is  to be used as alternative fuel, it is 

the work of a physicist to study the physical properties and standards prescribed for petro-diesel as motor fuels. 

These are basically homogenous mixtures of paraffin, naphthenes and unsaturated cyclic. 

The physical properties of SVO’s and Bio-diesel to be studied are: 

 

API gravity: Inverse of specific gravity.  

 

Pour point: It is the lowest temperature at which the lubricant will flow under specified conditions and is 

related to viscosity-temperature phenomena.  

 

Flash point:  Indication of combustibility of vapours of oil. It is the lowest temperature at which the vapor of 

oil can be ignited under specific conditions. 

 

Specific heat:  It is the function of fluid structure and density. It is used in the calculation of heat transfer and 

other thermal factors in oil filling.  

 

Heat of combustion: It is measured in terms of Wobble number.  

 

Latent heat of vaporization & Latent heat of fusion: Quantities related to molecular weight, API and boiling 

point.  

 

Thermal expansion coefficient: It is required to find out the volume of the container (fuel tank) which is 

exposed to frequent changes of temperature.  
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Viscosity & Viscosity index: It is an important property of lube oils in removing the frictional forces between 

two moving bodies or engine parts.  

 

Thermal conductivity: It is the controlling factor for overheating when oil is transferred from hot spot to a 

cooler area in a bearing.  

 

Compressibility: It express the resistance of a fluid to a decrease in volume due to compression.  

 

Electrical conductivity: This property is important for insulating oils. It is important in lubricated components 

subjected to stray or self-generated electric currents.  

 

Surface tension: It is the ability of oil to wet a surface.  

 

Interfacial tension: It exists between two liquid layers.  

 By studying above properties for vegetable oils we can predict which type of oils can be used as SVO  or Bio-

diesel. Bio-diesel is also utilized in generators for electric power production and as insulators in transfolrmer 

coils.   

 

Advantages of biodiesel fuel: 

 Biodiesel fuel is a renewable energy source unlike petroleum-based diesel. 

 An excessive production of soy beans in the world makes it an economic way to utilize this surplus for 

manufacturing the biodiesel fuel. 

 One of the main biodiesel fuel advantage is that it is less polluting than petroleum diesel. 

 The lack of sulfur in 100% biodiesel extends the life of catalytic converters. 

 Another advantage of biodiesel is that it can also be blended with other energy resources and oil. 

 Biodiesel fuel can also be used in existing oil heating systems and diesel engines without making any 

alterations. 

 It can also be distributed through existing diesel fuel pumps, which is another biodiesel fuel advantage over 

other alternative fuels. 

 The lubricating property of the biodiesel may lengthen the lifetime of engines. 

 

Disadvantages of biodiesel fuel: 

 At present, biodiesel fuel is about one and a half times more expensive than petroleum diesel. 

  It requires energy to produce biodiesel fuel from soy crops, plaus there is the energy of sowing, fertilizing 

and harvesting.  

 As biodiesel cleans  the dirt from the engine, this dirt can then get collected in the fuel filter, thus clogging 

it. So, filters have to be changed after the first several hours of biodiesel use.  

 Biodiesel fuel distribution infrastructure needs improvement, which is another of the biodiesel fuel 

disadvantage. 

In India, jatropha oil is used as main ingredient in production of Bio-diesel and Indian government subsidizes 

farming of Jatropha. In A.P, Palmolein oil is the cheapest oil produced. So we as researchers can study about 

the cheapest bio-diesel possible in our conditions.  
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